Hierarchy-based Image Embeddings for Semantic Image Retrieval
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WHY DO WE NEED TO INTEGRATE PRIOR SEMANTIC KNOWLEDGE? HIERARCHY-BASED SEMANTIC EMBEDDINGS RESULTS
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classification, not for content-based image retrieval.

= Better: learning a feature representation that carries semantic information.
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Class embeddings on the unit hyper-sphere do not need
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