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Abstract

The lack of training data is one of the core problems and limiting factors in
many industrial and high-level vision tasks. Despite the human ability of quickly
generalizing from often just a single example of an object category, current
computer vision systems require a large number of visual examples to learn from.
The following work deals with this problem and two paradigms are considered
to tackle it: transfer learning and one-class classification.

The idea of transfer learning is that prior information from related tasks
can be used to improve learning of a new task with few training examples. In
this work, several transfer learning approaches are presented, which concentrate
on transferring different types of knowledge from related tasks. The presented
regularized tree method extends decision tree methods by incorporating prior
knowledge from previously built trees of other tasks. Another proposed algo-
rithm transfers feature relevance information to guide the search for suitable
base classifiers during learning of a random decision forest. In addition, a
third developed approach utilizes dependent Gaussian processes and allows for
non-parametric transfer learning. Furthermore, a technique is presented that
automatically selects a related task from a large set of tasks and estimates the
required degree of transfer. The method is able to adaptively learn in hetero-
geneous environments and is based on efficient leave-one-out estimates and
semantic similarities . All methods are analyzed in different scenarios (binary
and multi-class transfer learning) and are applied to image categorization. Sig-
nificant performance benefits are shown in comparison with current transfer
learning methods and to classifiers not exploiting knowledge transfer.

Another very difficult problem occurs when training data is only available
for a single class. To solve this problem, new efficient one-class classification
methods are presented, which are directly derived from the Gaussian process
framework and allow flexible learning with kernels. The suitability of the
proposed algorithms for a wide range of applications is demonstrated for image
categorization and action detection tasks, as well as the demanding application
of defect localization in wire ropes. The experimental results show that the
proposed methods are able to outperform other one-class classification methods.
In addition, the influence of kernel hyperparameters is investigated.

A further study analyzes the performance gain achieved by using multiple
sensors (color camera and time-of-flight camera) for generic object recognition.
The presented combined system leads to a superior recognition performance
compared to previous approaches.



Zusammenfassung

Das maschinelle Lernen aus wenigen Beispielen ist ein wichtiges und entschei-
dendes Problem bei vielen visuellen Erkennungsaufgaben, besonders in indus-
triellen Anwendungen. Dennoch benédtigen aktuelle Verfahren, im Gegensatz
zum Menschen, meistens Hunderte von Beispielbildern. Die vorliegende Arbeit
beschiftigt sich mit diesem Problem und versucht dieses durch die Verwendung
zweier Konzepte zu 16sen: Lerntransfer und Ein-Klassen-Klassifikation.

Als Lerntransfer wird die automatische Verwendung von Vorwissen dhnli-
cher Aufgabenstellungen fiir das Erlernen einer neuen Aufgabe bezeichnet. In
dieser Arbeit werden mehrere Verfahren vorgestellt, die versuchen dieses Kon-
zept des maschinellen Lernens umzusetzen. Eine in dieser Arbeit vorgestellte
Methode erweitert Entscheidungsbaumklassifikatoren um die Moglichkeit, Vor-
wissen von bereits erlernten Entscheidungsbiumen anderer Aufgaben zu verwen-
den. Ein weiterer Ansatz transferiert Informationen iiber die Merkmalsrelevanz .
Des weiteren wird ein drittes Verfahren vorgestellt, welches auf Gauprozessen
basiert und daher einen nicht-parametrischen Wissenstransfer ermoglicht. Ein
besonderer Vorteil dieser Methode ist es, Klassifikationsaufgaben von denen
Wissen transferiert werden soll, automatisch auszuwéhlen und den Einfluss des
Vorwissens zu adaptieren. Dies wird durch eine effiziente Modellselektion und
der Verwendung von semantischen Ahnlichkeiten ermdglicht. Alle Methoden
werden im Rahmen der Bildkategorisierung ausgewertet. Die Ergebnisse zeigen
einen signifikante Steigerung der Erkennungsleistung, im Vergleich zu aktuellen
Methoden des Lerntransfers und Verfahren, welche keine zusétzlichen Lerndaten
anderer Klassifikationsaufgaben verwenden.

Eine weitere wichtige Art von Aufgaben mit wenigen Lernbeispielen sind
solche, bei denen nur Lerndaten fiir eine einzige Klasse vorhanden sind. Zur
Losung dieser Probleme werden neue Ansitze der Ein-Klassen-Klassifikation
vorgestellt, welche direkt vom Konzept der Klassifikation mit Gau3prozessen
abgeleitet werden. Die Niitzlichkeit der Verfahren wird anhand der Bildkate-
gorisierung, der Aktionserkennung und der schwierigen Aufgabenstellung der
Defektlokalisierung bei Drahtseilen demonstriert. Die Ergebnisse der Experi-
mente zeigen deutlich, dass die vorgestellten Methoden in der Lage sind, bessere
Erkennungsergebnisse als bisherige Standardverfahren zu erzielen.

Ein zusitzlicher Aspekt dieser Arbeit ist die Entwicklung eines Systems zur
generischen Objekterkennung, welches die Sensorinformationen einer Farb- und
einer Time-of-Flight-Kamera kombiniert.
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Chapter 1

Introduction

The following introductory chapter aims at motivating the thesis topic (Sec-
tion 1.1) and explaining the basic principles used, such as knowledge transfer
(Section 1.2) and one-class classification (Section 1.5). A large part concentrates
on previous work related to this thesis, which is analyzed in a structured literature
review (Section 1.3). The main contributions are summarized in Section 1.7
including an outline of the work.

1.1 Motivation

As humans we are able to visually recognize and name a large variety of object
categories. A rough estimation of Biederman (1987) suggests that we know
approximately 30.000 different visual categories, which corresponds to learning
five categories per day, on average, in our childhood. Moreover, we are able
to learn the appearance of a new category using few visual examples (Parikh
and Zitnick, 2010). Despite the impressive success of current machine vision
systems (Everingham et al., 2010), the performance is still far from being
comparable to human generalization abilities. Current machine learning methods,
especially when applied to visual recognition problems, often need several
hundreds or thousands of training examples to build an appropriate classification
model or classifier. This thesis tries to reduce this still existing gap between
human and machine vision in visual learning scenarios.

The importance of efficient learning with few examples can be illustrated

1
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Figure 1.1: (a) Number of object categories in the LabelMe dataset for a specific number
of labeled instances (inspired by Wang et al. (2010)); (b) Extended plot in logarithmic
scale illustrating Zipf’s law in the first part of the plot (Zipf, 1949). Similar statistics can
be derived for ImageNet (Deng et al., 2009) and Tinylmages (Torralba et al., 2008). The
LabelMe database was obtained in April 2008.

by analyzing current large-scale datasets for object recognition, such as La-
belMe (Russell et al., 2008; Torralba et al., 2010). Figure 1.1(a) shows the
relative number of object categories in LabelMe that possess a specific num-
ber of labeled instances. A large percentage (over 60%) of all categories only
have one single labeled instance. Therefore, even in datasets which include an
enormous number of images and annotations in total, the lack of training data
is a more common problem than one might expect. The plot also shows that
the number of object categories with & labeled instances follows an exponential
function - k=%, which is additionally illustrated in the right log-log plot of
Figure 1.1. This phenomenon is known as Zipf’s law (Zipf, 1949) and can be
found in language statistics and other scientific data.

With current state-of-the-art approaches we are able to build robust object
detectors for tasks with a large set of available training images, like detecting
pedestrians or cars (Felzenszwalb et al., 2008). However, if we want to extract a
richer semantic representation of an image, such as trying to predict different
visual attributes of a car (model type, specific identity, etc.), we are likely not
able to rely on a sufficient number of images for each new category. Therefore,
high-level visual recognition approaches frequently suffer from weak training
representations.
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1.1.1 Industrial Applications

Problems related to a lack of learning examples are not restricted to visual object
recognition tasks in real-world scenes, but are also prevalent in many industrial
applications. Collecting more training data is often expensive, time-consuming
or practically impossible. In the following, we give three examples tasks in
which such a problem arises.

One important example is face identification (Tan et al., 2006), where the
goal is to estimate the identity of a person from a given image. For example, such
a system has to be trained with images of each person being allowed to access a
protected security area. Obtaining hundreds of training images for each person
is thus impractical, especially because the appearance should vary and include
different illumination settings and clothing, which leads to a time-consuming
procedure. Similar observations hold for writer or speaker verification (Yamada
et al., 2010) and speech or handwritten text recognition (Bastien et al., 2010).

Another interesting application scenario is the prediction of user preferences
in shop systems. The goal is to estimate the probability that a client likes a
new product, given some previous product selections and ratings. If a machine
learning system quickly generalizes from a few given user ratings and achieves
a high performance in suggesting good products to buy, it is more probable
that the client will use this shop frequently. In this application area, solving the
problem of learning with few training examples is simply a question of cost. The
economical importance of the problem can be seen in the Netflix prize (Bennett
and Lanning, 2007), which promised one million dollars for a new algorithm
which improves the rating accuracy of a DVD rental system. This competition
has lead to a large amount of machine learning research related to collaborative
filtering, which is a special case of knowledge transfer and is explained in more
detail in Section 1.2.

A prominent and widely established field of application for machine learning
and computer vision is automatic visual inspection (AVI) (Chin and Harlow,
1982). To achieve a high quality of an industrial production, several work pieces
have to be checked for errors or defects. Due to the required speed and the high
cost of manual quality control, the need for automatic visual defect localization
arises. Whereas images from non-defective data can be easily obtained in
large numbers, training images for all kinds of defects are often impossible to
collect. A solution to solve this problem is to handle it as an outlier detection
or one-class classification problem. In this case, learning data only consists of
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Figure 1.2: Images of two object categories (fire truck and okapi) from the Caltech 256
database (Griffin et al., 2007)

non-defective examples and is used afterward to detect examples not belonging
to the underlying distribution of the data. Previous work and related issues
of this research topic are summarized in Section 1.5. An application is defect
localization in wire ropes (Wacker and Denzler, 2011), which is also be studied
in this thesis (Section 5.7).

1.1.2 Challenges

What are the challenges and the problems of traditional machine learning meth-
ods in scenarios with few training examples? First of all, we have to clarify our
notion of “few”. Common to all traditional machine learning methods are their
underlying assumptions, which were formulated by Niemann (1990). The first
postulate states:

Postulate 1: “In order to gather information about a task domain,
a representative sample of patterns is available.” (Niemann, 1990,
Section 1.3, p. 9)

Therefore, a scenario with few training examples can be defined as a classification
task that violates this assumption by having an insufficient or non-representative
sample of patterns. Of course, this notion depends on the specific application
and on the complexity of the task under consideration.

One of the difficulties is the high variability in the data of high-level visual
learning tasks. Some images from an object category database are given in
Figure 1.2. A classification system has to cope with background clutter, different
viewpoints, illumination changes and in general with a large diversity of the
category (intra-class variance). On the one hand, this can only be performed with
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a large amount of flexibility in the underlying model of the category, such as using
a large set of features extracted from the images and a complex classification
model. On the other hand, learning those models requires a large number of
(representative) training examples. These conditions turn learning with few
examples into a severe problem especially for high-level recognition tasks.

The trade-off between a highly flexible model and the number of training
examples required can be explained quite intuitively for polynomial regression:
Consider a set of n sample points of a one-dimensional m-order polynomial.
The order of the polynomial is a measure of the complexity of the function. For
the noise-free case, we need n > m + 1 examples to get an exact and unique
solution. In contrast, noisy input data requires a higher number of examples
to estimate a good approximation of the underlying polynomial. This direct
dependency to the model complexity becomes more severe if we increase the
input dimension D. The number of coefficients that have to be estimated, and
analogous the number of examples required, grows polynomial in D according
to (D +m) = O(D™) (Bishop, 2006, Exercise 1.16). This immense increase
in the amount of required training data is known in a broader as the curse of
dimensionality.

A deeper insight and an analysis for classification rather than regression
tasks is offered by the theoretical bounds derived in statistical learning theory
for the error of a classification model or hypothesis h (Cucker and Smale, 2002;
Cristianini and Shawe-Taylor, 2000). Assume that a learner selects a hypothesis
from a possibly infinite set of hypotheses H which achieves zero error on a
given sampled training set of size n. The attribute “sampled” refers to the
assumption that the training set is a sample from the underlying joint distribution
of examples and labels of the task. Due to this premise the following bound is
not valid for one-class classification. A theorem proved by Shawe-Taylor et al.
(1993, Corrolary 3.4) states that with probability of 1 — § the following number
of training examples is sufficient for achieving an error below e:

n> ﬁ <2ln (f) dim(H) + In (§>> : (1.1)

The term dim(H) denotes the VC dimension' of H and can be regarded as a
complexity measure of the set of available models or hypotheses. For example,
the class of all D-dimensional linear classifiers including a bias term has a VC

1VC is an abbreviation for Vapnik—Chervonenkis.
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dimension of D + 1 (Vapnik, 2000, Section 4.11, Example 2). Let us now take
a closer look on the bound in Eq. (1.1). If we fix the maximum error € and
choose an appropriate small value for J, we can see that the sufficient number of
training examples depends linearly on the VC dimension dim (H). This directly
corresponds to our previous example of polynomial regression, because the
VC dimension of D-variate polynomials of up to order m is exactly (D ;m)
(Ben-David and Lindenbaum, 1998).

1.1.3 The Importance of Prior Knowledge

Nearly all machine learning algorithms can be formulated as optimization prob-
lems, whether in a direct way, such as done by support vector machines (SVM)
(Cristianini and Shawe-Taylor, 2000), or in an indirect manner like boosting
(Friedman et al., 2000) approaches. From this point of view, we can say that
learning with few examples inherently tries to solve an ill-posed optimization
problem. Therefore, it is not possible to find a suitable well-defined solution
without incorporating additional (prior) information. The role of prior infor-
mation is to (indirectly) reduce the set of possible hypotheses. For example, if
we know in advance that for a classification task only the color of an object is
important, e.g. if we want to detect expired meat, only a small number of features
have to be computed and a lower dimensional linear classifier can be used. In
this situation the VC dimension is reduced, which results in a lower bound for
the sufficient number of training examples (cf. Eq. (1.1)).

Introducing common prior knowledge into the machine learning part of a
visual recognition system is often done by regularization techniques that penalize
non-smooth solutions (Scholkopf and Smola, 2001) or the “complexity” of the
classification model. Examples of such techniques are Ls-regularization, also
known as Tikhonov regularization (Vapnik, 2000), or L, -regularization, which
is mostly related to methods trying to find a sparse solution (Seeger, 2008).

Other possibilities to incorporate prior knowledge include semi-supervised
learning and transductive learning, which utilize large sets of unlabeled data
to support the learning process (Fergus et al., 2009). Unlabeled data can help
to estimate the underlying data manifold and, therefore, are able to reduce the
number of model parameters. However, the use of unlabeled data is not studied
in this thesis.
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1.2 Knowledge Transfer and Transfer Learning

Machine learning tasks related to computer vision always require a large amount
of prior knowledge. For a specific task, we indirectly incorporate prior knowl-
edge into the classification system by choosing image preprocessing steps, fea-
ture types, feature reduction techniques, or the classifier model. This choice is
mostly based on prior knowledge manually obtained by a software developer
from previous experiences on similar visual classification tasks. For instance,
when developing an automatic license plate reader, ideas can be borrowed from
optical text recognition or traffic sign detection. Increasing expert prior knowl-
edge decreases the number of training examples needed by the classification
system to perform a learning task with a sufficient error rate. However, this
requires a large manual effort.

The goal of some techniques presented in this work is to perform transfer of
prior knowledge from previously learned tasks to a new classification task in an
automated manner, which is known as transfer learning and which is a special
case of knowledge transfer. The advantage compared to traditional machine
learning methods, or independent learning, is that we do not have to build new
classification systems from the scratch or by large manual effort. Previously
known tasks used to obtain prior knowledge are referred to as support tasks and
a new classification task only equipped with few training examples is called
target task. In the following, we concentrate on inductive transfer learning (Pan
and Yang, 2010), which assumes that we have labeled data for the target and
the support tasks. Especially interesting are situations where a large number
of training examples for the support tasks exists and prior knowledge can be
robustly estimated. Other terms for transfer learning are learning to learn (Thrun
and Pratt, 1997), lifelong learning and interclass transfer (Fei-Fei et al., 2006).

The concept of transfer learning is also one of the main principles that explain
the development of the human perception and recognition system (Brown and
Kane, 1988). For example, it is much easier to learn Spanish if we are already
able to understand French or Italian. The knowledge transfer concept is known
in the language domain as language transfer or linguistic interference (Odlin,
1989). We already mentioned that a child quickly learns new visual object
categories in an incremental manner without using many learning examples.
Figure 1.3 shows some images of a transfer learning scenario for visual object
recognition. Generalization from a single example of the new animal category,
on the right hand side of Figure 1.3, is possible due to a large set of available
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shared visual features
prior information about part constellations
image transformations

few training examples

prior ©

knowledge
=]

large set of training examples

target task

support tasks

Figure 1.3: The basic idea of transfer learning for visual object recognition: a lot of visual
categories share visual properties which can be exploited to learn a new object category
from few training examples.

memories (images) of related animal categories. These categories often share
visual properties, such as typical object part constellations (head, body and four
legs) or similar fur texture.

Developing transfer learning techniques and ideas requires answering four
different questions: “What, how, from where and when to transfer?”. First
of all, the type of knowledge which will be transferred from support tasks to
a new target task has to be defined, e.g. information about common suitable
features. Detailed examples are listed in a paragraph of Section 1.3.1. The
transfer technique applied to incorporate prior knowledge into the learning
process of the target task strictly depends on this definition but is not determined
by it. For example, the relevance of features for a classification task can be
transferred using generalized linear models (Lee et al., 2007) or random decision
forests (Section 3.3). Prior knowledge is only helpful for a target task if the
support tasks are somehow related or similar. In some applications not all
available previous tasks can be used as support tasks, because they would violate
this assumption. Giving an answer to the question “From where to transfer?”
means that the learning algorithm has to select suitable support tasks from a large
set of tasks. These learning situations are referred to as learning in heterogeneous
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environments. Of course, we expect that additional information incorporated
by transfer learning always improves the recognition performance on a new
target task, because it is the working hypothesis of transfer learning in general.
However, in machine learning there is no guarantee at all that the model learned
from a training set is also appropriate for all unseen examples of the task, i.e.
there are no deterministic warranties concerning the generalization ability of a
learner 2. Therefore, knowledge transfer can fail and lead to worse performance
compared to independent learning. This event is known as negative transfer and
happens in everyday life. For example, if we use “false friends” when learning
a new language, e.g. German speakers are sometimes confused about “getting
a gift” because the word “Gift” is the German word for poison, which is likely
not a thing you are happy to get. Situations in which negative transfer might
occur are difficult to detect. We show in Section 3.4 how to handle this issue by
estimating the degree of transfer knowledge needed.

Besides transfer learning, another type of knowledge transfer is multitask
learning which learns different classification tasks jointly?. Combined estimation
of model parameters can be very helpful, especially if a set of tasks are given,
with each having only a small number of training examples. In contrast to
transfer learning there is no prior knowledge obtained in advance, but the model
parameters of each task are coupled together. For example, given a set of
classification tasks, relevant features can be estimated jointly and all classifiers
are learned independently with the reduced set of features. A possible application
is collaborative filtering as mentioned in Section 1.1. In the following thesis,
we stick to transfer learning but borrow some ideas from multitask learning
approaches.

Figure 1.4 summarizes the conceptual difference between independent learn-
ing, transfer learning, and multitask learning. Furthermore, we illustrate the
principle of multi-class transfer learning. In contrast to all other approaches,
transfer within a single multi-class task is considered rather than between several
(binary) classification tasks. To emphasize this fact, we use the term target class
rather than target task. The main difficulty is that the target class has to be
distinguished from the support class, even though information was transferred
and exploits their similarity.

Formal definitions are given in Section 3.1. It should be noted that another

ZNote that even the bound in Eq. (1.1) only holds with probability 1 — §.
3Xue et al. (2007) use the term symmetric multitask learning to refer to jointly learning tasks and
asymmetric multitask learning refers to our use of the term transfer learning.
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Figure 1.4: The concept of (a) traditional machine learning with independent tasks, (b)
transfer learning, (c) multitask learning and (d) multi-class transfer learning (inspired by
Pan and Yang (2010)).

area of knowledge transfer is transductive transfer learning, which concentrates
on transferring knowledge from one application domain to another. For example,
the goal is to recognize objects in low quality webcam images with the support
of labeled data from photos made by digital cameras. Related terms are sample-
selection bias, covariate shift, and domain adaptation (Pan and Yang, 2010).
Although all of the ideas presented in this work could be applied to those
scenarios, our applications concentrate on transfer learning in the same domain
(Section 3.1) and the combination of multiple data from different domains or
sensors to solve a single task (Section 5.8).

1.3 Previous Work on Transfer Learning

There is a large body of literature trying to handle the problem of learning with
few examples. A lot of work concentrates on new feature extraction methods,
or classifiers, which show superior performance to traditional methods espe-
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cially for few training examples (Levi and Weiss, 2004). The few examples
problem was also tackled by introducing manual prior knowledge of the ap-
plication domain, such as augmenting the training data by applying artificial
transformations (Duda et al., 2000; Bayoudh et al., 2007) also known as data
manufacturing.

In the following, we concentrate on methods related to the principle of
transfer learning and multitask learning as introduced in the previous section.
Other similar surveys and literature reviews can be found in the work of Fei-Fei
(2006) from a computer vision perspective and the journal paper of Pan and
Yang (2010), which gives a comprehensive overview of the work done in the
machine learning community. There is also a textbook by Brazdil et al. (2009)
covering the broader area of meta-learning, and the edited book of Thrun and
Pratt (1997), about the early developments of learning to learn.

1.3.1 What and how to transfer?

The type of knowledge which is transferred from support tasks to a target task
is often directly coupled with the method used to incorporate this additional
information. Therefore, we give a combined literature review on answers to both
questions.

Learning Transformations One of the most intuitive types of knowledge
which can be transferred between categories is application-specific transforma-
tions or distortions. While in data manufacturing methods these transformations
have to be defined using manual supervision, transfer learning methods learn
this information from support tasks.

For example, a face recognition application can significantly benefit from
transformations transferred from other persons using optical flow techniques
(Beymer and Poggio, 1995). Estimating latent transformations and distortions
of images (e.g. illumination changes, rotations, translations) within a category
is proposed by Miller et al. (2000) and Learned-Miller (2006) using an opti-
mization approach. Their approach called Congealing tries to minimize the
joint entropy of gray-value histograms in each pixel with a greedy strategy. The
obtained transformations can be directly applied to the images of a target task
and used in a nearest neighbor approach for text recognition. Restricting and
regularizing the complexity of the class of transformations during estimation is
important for a good generalization, because it additionally introduces generic
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prior knowledge. The original Congealing approach proposed a heuristic normal-
ization step directly applied during optimization. An extension without explicit
normalization, and a study of different complexity measures, can be found in the
work of Vedaldi et al. (2008) and Vedaldi and Soatto (2007). Huang et al. (2007)
use Congealing to align images of cars or faces with local features.

Shared Kernel or Similarity Measure How we compare objects and images
strictly depends on the current task. A distance metric or a more general similarity
measure can be an important part of a classification system, e.g. in nearest
neighbor approaches. The term kernel is a related concept which also measures
the similarity between input patterns. Hence, a distance metric or a kernel
function is an important piece of prior knowledge which can be transferred to
new tasks.

The early work of Thrun (1996) used neural network techniques to estimate
a similarity measure for a specific task. In general, the idea of estimating an
appropriate metric from data is a research topic on its own called metric learn-
ing (Yang and Jin, 2006). A common idea is to find a metric which minimizes
distances between examples of a single category (intra-class) and maximizes dis-
tances between different categories (inter-class). Applying a similarity measure
to another task is straightforward when using a nearest neighbor classifier. Fink
(2004) used the metric learning algorithm of Shalev-Shwartz et al. (2004), which
allows online learning and estimates the correlation matrix of a Mahalanobis
distance.

Metric learning for visual identification tasks is presented by Ferencz et al.
(2008). They show how to find discriminative local features which can be used
to compare different instances of an object category, e.g. distinguishing between
specific instances of a car. In this work, metric learning is based on learning a
binary classifier which estimates the probability that both images belong to the
same object instance. The obtained similarity measure can be used for visual
identification with only one single training example for each instance. Another
application of metric learning is domain adaptation as explained in Section 1.2.
The paper of Saenko et al. (2010) presents a new database for testing domain
adaptation methods and also gives results of a metric learning algorithm. In
contrast, Jain and Learned-Miller (2011) propose to perform domain adaptation
by applying Gaussian process regression on scores of examples near the decision
boundary.
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Shared Features Visual appearance can be described in terms of features
such as color, shape and local parts. Thus, it is natural to transfer information
about the relevance of features for a given task. This idea can be generalized
to shared base classifiers which allow modeling feature relevance. Fink et al.
(2006) study combining perceptron-like classifiers of the support and target
task. Due to the decomposition into multiple base classifiers (weak learners),
ensemble methods and especially Boosting approaches (Freund and Schapire,
1997) are suitable for this type of knowledge transfer. Levi et al. (2004) extend
the standard Boosting framework by integrating task-level error terms. Weak
learners which achieve a small error on all tasks should be preferred to very
specific ones. A similar concept is used in the work of Torralba et al. (2007), who
propose learning multiple binary classifiers jointly with a Boosting extension
called JointBoost. The algorithm tries to find weak learners shared by multiple
categories. This also leads to a reduction of the computation time needed to
localize an object with a sliding-window approach. Experiments of Torralba
et al. (2007) show that the number of feature evaluations grows logarithmic in
the number of categories, which is an important benefit compared to independent
learning. An extension of this approach to kernel learning can be found in Jiang
et al. (2007). Salakhutdinov et al. (2011) exploits category hierarchies and
performs feature sharing by combining hyperplane parameters.

Shared Latent Space Finding discriminative and meaningful features is a very
difficult task. Therefore, the assumption of shared features between tasks is often
not valid for empirically selected features used in the application. Quattoni et al.
(2007) propose assuming an underlying latent feature space which is common to
all tasks. They use the method of Ando and Zhang (2005) to estimate a feature
transformation from support tasks derived from caption texts of news images. To
estimate relevant features, the subsequent work (Quattoni et al., 2008) propose
an eigenvalue analysis and the use of unlabeled data.

Latent feature spaces can be modeled in a Bayesian framework using Gaus-
sian processes, which leads to the so called Gaussian process latent variable
model (GP-LVM) (Lawrence, 2005). Incorporating the idea of a shared latent
space into the GP-LVM framework allows using various kinds of noise models
and kernels (Urtasun et al., 2008).

Constellation Model and Hierarchical Bayesian Learning An approach for
knowledge transfer between visual object categories was presented by Fei-Fei
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et al. (2006). Their method is inspired by the fact that a lot of categories share
common object parts which are often also in the same relative position. Based
on a generative constellation model (Fergus et al., 2003) they propose using
maximum a posteriori estimation to obtain model parameters for a new target
category. The prior distribution of the parameters corresponding to relative part
positions and part appearance is learned from support tasks. The underlying idea
can also be applied to a shape based approach (Stark et al., 2009).

A prior on parameters shared between tasks is an instance of hierarchical
Bayesian learning. Raina et al. (2006) used this concept to transfer covariance
estimates of parts of the feature set.

Joint Regularization A lot of machine learning algorithms such as SVM are
not directly formulated in a probabilistic manner but as optimization problems.
These problems often include regularization terms connected to the complexity
of the parameter, which would correspond to a prior distribution in a Bayesian
setting. The equivalent to hierarchical Bayesian learning as described in the last
paragraph is a joint regularization term shared between tasks.

Amit et al. (2007) propose using trace norm regularization of the weight
matrix in a multi-class SVM approach. They show that this regularization is
related to the assumption of a shared feature transformation and task-specific
weight vectors with independent regularization terms. Instead of transferring
knowledge between different classification tasks this work concentrates on
transfer learning in a multi-class setting, i.e. multi-class transfer.

Sharing a low dimensional data representation for multitask learning is the
idea of Argyriou et al. (2006). The proposed optimization problem learns a
feature transformation and a weight vector jointly and additionally favors sparse
solutions by utilizing an L; o regularization. Multitask learning with kernel
machines was first studied by Evgeniou et al. (2005). Their idea is to reduce the
multitask problem to a single task setting by defining a combined kernel function
or multitask kernel and a new regularizer.

Shared Prior on Latent Functions The framework of Gaussian processes
allows modeling a prior distribution of an underlying latent function for each
classifier (Rasmussen and Williams, 2005) using a kernel function.

If we want to learn a set of classifiers jointly in a multitask setting, an
appropriate assumption is that all corresponding latent functions are sampled
from the same prior distribution. Lawrence et al. (2004) suggest learning the
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hyperparameters of the kernel function jointly by maximizing the marginal
likelihood. This idea was also applied to image categorization tasks (Kapoor
etal., 2010). A more powerful way of performing transfer learning is studied with
multitask kernels originally introduced by Evgeniou et al. (2005). Bonilla et al.
(2007) use a parameterized multitask kernel that is the product of a base kernel
comparing input features and a task kernel modeling the similarity between
tasks and using meta or task-specific features. Task similarities can also be
learned without additional meta features by estimating a non-parametric version
of the task kernel matrix (Bonilla et al., 2008). A theoretical study of the
generalization bounds induced by this framework can be found in Chai et al.
(2008). Schwaighofer et al. (2005) propose an algorithm and model to learn
the fully non-parametric form of the multitask kernel in a hierarchical Bayesian
framework.

The semi-parametric latent factor model (SLFM) of Teh et al. (2005) is
directly related to a multitask kernel. The latent function for each task is modeled
as a linear combination of a smaller set of underlying latent functions. Therefore,
the full covariance matrix has a smaller rank, which directly corresponds to
the rank assumption of other transfer learning ideas (Amit et al., 2007). A
more general framework which allows modeling arbitrary dependencies between
examples and tasks using a graph-theoretic notation is presented by Yu and Chu
(2008).

Semantic Attributes and Similarities Transfer learning with very few exam-
ples of the target task can be difficult due to the lack of data to estimate task
relations and similarities correctly. Especially if no training data (neither labeled
nor unlabeled) is available, other data sources have to be used to perform transfer
learning. This scenario is known as zero-shot learning and uses the concept of
learning with attributes, an area which received much attention in recent years.
The term attribute refers to category-specific features.

Lampert et al. (2009) use a large database of human-labeled abstract at-
tributes of animal classes (e.g. brown, stripes, water, eats fish). One idea is to
train several attribute classifiers and use their output as new meta features. This
representation allows recognizing new categories without real training images
only by comparison with the attribute description of the category. The knowledge
transferred from support tasks is the powerful discriminative attribute represen-
tation which was learned with all training data. A similar idea is presented by
Larochelle et al. (2008) for zero-shot learning based on task-specific features. A
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theoretical investigation of zero-shot learning with an attribute representation is
given by Palatucci et al. (2009) and concentrates on analysis with the concept of
probable approximate correctness (PAC) (Vapnik, 2000).

Instead of relying on human-labeled attributes, internet sources can be used
to mine attributes and relations. The papers of Rohrbach et al. (2010a,b) compare
different kinds of linguistic sources, such as WordNet (Pedersen et al., 2004),
Google search, Yahoo and Flickr. A large-scale evaluation of their approach
can be found in Rohrbach et al. (2011). Attribute based recognition can help to
generalize to new tasks or categories (Farhadi et al., 2009) which is otherwise
difficult using a training set only equipped with ordinary category labels. At-
tributes can also help to boost the performance of object detection rather than
image categorization as shown in (Farhadi et al., 2010). Their transfer learning
approach heavily relies on model sharing of object parts between categories.

Lampert and Kromer (2010) use a generalization of maximum covariance
analysis to find a shared latent subspace of different data modalities. This can
also be applied to transfer learning with attributes by regarding the attribute repre-
sentation as a second modality. Beyond zero-shot learning semantic similarities
are also used to guide regularization (Wang et al., 2010).

Context Information Up to now, we only covered transfer learning in which
knowledge is used from visually similar object categories or tasks. However,
dissimilar categories can also provide useful information if they can be used
to derive contextual information. For example it is likely to find a keyboard
next to a computer monitor, which can be a valuable information for an object
detector. Methods using contextual information always exploit dependencies
between categories and tasks and are therefore a special case for knowledge
transfer approaches.

Fink and Perona (2003) propose training a set of object detectors simulta-
neously with an extended version of the AdaBoost algorithm (Viola and Jones,
2004) and can be regarded as an instance of multitask learning. In each round
of the boosting algorithm the map of detection scores is updated and used as an
additional feature in subsequent rounds. A similar idea is presented by Shotton
et al. (2008) for semantic segmentation, which labels each pixel of the image
as one of the learned categories. The work of Hoiem et al. (2005) pursues the
same line of research, but clearly separates the support and target tasks. In a first
step geometric properties of image areas are estimated. The resulting labeling
into planar, non-planar, and porous objects, as well as ground and sky areas
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can be used to further assist local detectors as high-level features. Contextual
relationships between different categories can also be modeled directly with a
conditional Markov random field (CRF) as done by Rabinovich et al. (2007) and
Galleguillos et al. (2008) on a region-based level for semantic segmentation.

1.3.2 Heterogeneous Transfer: From Where to Transfer?

Automatically selecting appropriate support tasks from a large set is a difficult
sub-task of transfer learning. Therefore, most of the previous work presented in
this thesis so far assumes that support tasks are given in advance. An exception
is the early work of Thrun and O’Sullivan (1996), which proposes the task
clustering algorithm. Similarities between two tasks are estimated by testing
the classifier learned on one task using data from the other task. Afterward,
clustering can be performed with the resulting task similarity matrix.

Mierswa and Wurst (2005) select relevant features for a target task by com-
paring the weights of the SVM hyperplane with each of the available tasks.
Therefore, the algorithm selects a similar but more robustly estimated feature
representation. The work of Kaski and Peltonen (2007) performs transfer learn-
ing with logistic regression classifiers and models the likelihood of each task as a
mixture of the target task likelihood and a likelihood term which is independent
of all other tasks. Due to the task-dependent weight, the algorithm can adapt
to heterogeneous environments. In general, selecting support tasks is a model
selection problem, therefore, techniques like leave-one-out are used (Tommasi
and Caputo, 2009; Tommasi et al., 2010). Heterogeneous tasks can also be
handled within the regularization framework of Argyriou et al. (2006) by directly
optimizing a clustering of the tasks (Argyriou et al., 2008).

1.4 Requirements of Visual Transfer Learning

We have seen that there are a large number of previous works on transfer learning
covering very different aspects of the topic. However, we can extract some of
the main properties and requirements of visual transfer learning:

1. A probabilistic formulation of the classification technique offers the possi-
bility to directly incorporate prior knowledge of related tasks by modeling
the prior distribution of classifier parameters.
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2. Sharing and transferring information about relevant features is an intuitive
way to perform transfer learning for visual object recognition tasks.

3. Non-parametric learning with kernels is especially beneficial for visual
recognition tasks, because it allows handling categories with a large vari-
ability but a limited number of training examples.

4. The algorithm should automatically adjust the amount of transfer informa-
tion or the strength of regularization.

5. Selecting support tasks automatically is important to allow for transfer
learning in heterogeneous learning scenarios.

6. Multi-class transfer learning has not received much attention from the
research community, although some early approaches (Miller et al., 2000;
Fink, 2004) can be applied to certain application areas of this principle.

The algorithms presented in this thesis each concentrate on certain points of this
list.

1.5 One-class Classification

If training examples for one category in a binary classification task are not
available, classification corresponds to one-class classification. Other terms are
outlier detection, concept learning or novelty detection (Bishop, 2006). Given
a set of learning examples of a single category, which are often referred to as
positive examples, the goal is to classify new examples as either belonging to the
category known or to a completely new category. Instead of hard classification
decisions, one-class classifiers often estimate a scoring function, which tells us
something about the outlier likeliness of an unseen example. The related task of
density estimation additionally requires the scoring function to be a well-defined
probability density, normalizing to one with respect to all inputs, and being
non-negative in the whole domain.

Application scenarios often arise due to the difficulty of obtaining training
examples for rare cases, such as images of production failures in defect localiza-
tion tasks (Hodge and Austin, 2004) or image data from non-healthy patients
in medical applications (Tarassenko et al., 1995). In these cases, one-class clas-
sification offers to describe the distribution of positive examples and to treat
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Figure 1.5: The principle of one-class classification and outlier detection: the distance of
a test point to the training set is calculated with a novelty measure, which relates to the
underlying data distribution.

negative examples as outliers, which can be detected without explicitly learning
their appearance.

Aside from the lack of training data, other situations in which one-class
classification is beneficial, are cases where the variety of one category is rather
large. An example for typical application areas is object detection, which is often
formulated as a binary classification task with an object category and a back-
ground category corresponding to “all other images”. Obtaining a representative
and unbiased set of examples of such a background category is difficult (Chen
et al., 2001; Lai et al., 2002). One-class classification can also be important
in a multi-class scenario to detect data from new categories. This is especially
important in applications such as bacteria recognition (Dundar et al., 2009).
Without handling outlier data, the decision of the multi-class classifier would be
erroneous and could lead to a completely wrong analysis.

The different challenges explained in Section 1.1.2, e.g. model complexity
vs. number of sufficient training examples and the curse of dimensionality, also
arise in one-class classification domains and are unfortunately more severe (Tax,
2001). One of the reasons is that there is no way to approximate the expected
error of the classifier on future data using empirical error estimates. Therefore,
two trivial solutions are always possible and fit to the data provided: Either
every unseen example is accepted as being a positive one or a new example is
only accepted if it is equal to one of the training points. Without smoothness,
normalization or volumetric constraints, one-class classification is an ill-posed
problem, even with a large training set (Vapnik, 1995, Section 1.8.2, p. 26-27).
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1.6 Previous Work on One-class Classification

A common way to perform one-class classification is to utilize a parameterized
density function and maximize the model likelihood (or posterior), with respect
to the set of density parameters. For example, a data distribution can be modeled
as a normal distribution and the learning examples are used to estimate the mean
vector and the covariance matrix (Bishop, 2006). An obvious generalization are
Gaussian mixture models (GMM) (Bishop, 2006), which allow for modeling data
distributions with more than one mode.

Despite their usage in a large number of applications, parametric methods
always assume a special shape of the underlying distribution. Gaussian mix-
ture models can offer some flexibility by increasing the number of mixture
components, but this has to be paid with a high-dimensional parameter vector.
An elegant solution is to use non-parametric methods, which use the available
training dataset directly without an intermediate parameter estimation step. One
idea, which is known as kernel density estimation or Parzen estimator (Scott
and Sain, 2004), is to smooth the empirical data distribution with a window
function or kernel. Tax and Duin (2004) present an approach called support
vector data description (SVDD), which estimates a minimal enclosing sphere
around the data distribution. Modeling arbitrary shaped distributions can be done
by transforming the input data into a high-dimensional feature space by using
the kernel trick. A highly related algorithm is v-SVM developed by Scholkopf
et al. (2001), which finds a hyperplane separating the data from the origin of
the feature space. Adams et al. (2009) propose a density estimation method
based on Gaussian processes (Rasmussen and Williams, 2005). They have to
rely on Markov chain Monte Carlo (MCMC) techniques to handle the involved
normalization of the scoring function. The approach of Roth (2006) uses a
kernel fisher discriminant (KFD) classifier to perform one-class classification. In
contrast to the majority of other papers, the author also presents how to perform
model selection. Hoffmann (2007) utilizes the reconstruction error of the kernel
version of PCA to judge on the novelty of new examples.

Another idea to handle one-class classification tasks is to generate examples
of the negative class in an artificial manner. Dundar et al. (2009) suggest sampling
the parameters of normal distributions representing the negative class from a
prior estimated using the models of several positive classes. This special setting
is useful for detecting new categories of for instance Bacteria spectra (Akova
et al., 2010).
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1.7

Contribution and Outline of this Thesis

Chapter 2 presents fundamental machine learning concepts needed to formulate
the new ideas and approaches developed in this thesis. We hence concentrate on
classification techniques such as random decision forests and kernel machines
like SVM and Gaussian process classifiers. The main part of this thesis is
Chapter 3 and the presentation of experiments and applications in Chapter 5,
which include the following contributions of this thesis:

We present a transfer learning extension of random decision forests, which
can be used for multi-class and binary transfer learning (Section 3.2).

‘We show how to transfer information about relevant features from one task
to another by developing a second modification of the learning algorithm
of random decision forests (Section 3.3).

A transfer learning algorithm utilizing Gaussian process models is pre-
sented, which is able to automatically select suitable support tasks and to
adapt the influence of the transferred information (Section 3.4).

We show how semantic similarity measures, such as the ones derived from
the WordNet database (Pedersen et al., 2004), can be utilized to further
improve learning of a task with few training examples (Section 3.4.4).

Several new one-class classification (OCC) methods are derived from the
Gaussian process framework allowing non-parametric novelty detection
and easy computation (Section 3.5).

We demonstrate the benefits of our transfer learning methods and com-
pare them to previous approaches in a large set of image categorization
experiments (Section 5.2 and Section 5.3).

All of the proposed OCC approaches are evaluated in image categorization
applications and compared to state-of-the-art methods like support vector
data description of Tax (2001) (Section 5.5).

We show how to apply our OCC methods to the task of defect localization
in wire ropes (Section 5.7) and action detection (Section 5.6).

Learning of visual object categories with few training examples signifi-
cantly benefits from multiple sensors. We present a system for generic
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object recognition that uses a time-of-flight and a standard CCD camera
and which significantly outperforms previous approaches for this task
(Section 5.8).

Chapter 4 describes computer vision related methods used in our experiments to
calculate features and kernel functions. The thesis concludes in Chapter 6 with a
summary, a discussion of the thesis results, as well as several ideas for future
research directions.

1.8 Related Contributions

A part of the research done during the time of my PhD studies is not included in
this thesis and only a short summary is given in the following. Some of the work
originated from diploma theses I have supervised.

In Kemmler et al. (2009), we analyze the suitability of the combination
of a time-of-flight and a standard CCD camera for scene recognition tasks
similar to our studies of generic object recognition with the same hardware
setup (Section 5.8). A large set of feature types and classifiers is evaluated and
compared and we also study the necessity of preprocessing the range image
preceding the feature calculation. Even though the task is heavily ill-posed and
difficult in general, the resulting recognition accuracy is more than 65% for
seven really challenging scene categories with similar looking office rooms.

Scene recognition can also be done by utilizing topic models, such as prob-
abilistic Latent Semantic Analysis (pLSA) introduced by Hofmann (2001). In
Rodner and Denzler (2009b), we propose to learn several topic models with
a random fraction of the training data, which is similar to the Bagging idea
of Breiman (1996) (Section 2.2.3). A visual outline of this idea is depicted
in Figure 1.6(b). With our randomized technique, we are able to improve the
classification accuracy of the scene recognition approach of Bosch et al. (2008),
which utilized pLSA as a feature transformation technique. The experiments
additionally show the inferior performance of topic model methods compared to
plain bag-of-visual-words approaches in the case of few training examples.

In Frohlich et al. (2010), we demonstrate the ability of random decision
forests and local color features to perform facade recognition, which is a semantic
segmentation task and requires labeling each pixel as belonging to a specific
category, e.g. door, building and window (Figure 1.6(a)). The interesting result of
this work is that an additional time-consuming feature transformation technique,
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(a) Results of our semantic segmentation approach (Frohlich et al., 2010): (left) original image;
(middle) ground truth segmentation; (right) result of our approach. All images are colored
according to their labels. Therefore, the figure should be viewed in the online version.
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Figure 1.6: Some visual results and schematic outlines of the approaches developed
during my PhD studies that are not presented in this thesis.
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like the one proposed by Csurka and Perronnin (2008), is not necessary when
using random decision forests.

Learning a Gaussian process classifier or even a regressor requires a cubical
computation time with respect to the training examples. This fact prevents
these techniques from being used in large-scale learning tasks, such as semantic
segmentation applications. Therefore, we proposed in Frohlich et al. (2011) to
use a random decision forest as a pre-clustering method and learn a Gaussian
process classifier only for the small set of training examples corresponding to a
leaf node (Figure 1.6(c)).



Chapter 2

Machine Learning

The following chapter reviews fundamental concepts of state-of-the-art machine
learning algorithms often applied in computer vision. We assume that the reader
already has some insights in probability and information theory, otherwise the
introductory sections of Bishop (2006) are a good starting point. An experienced
reader familiar with decision trees, kernel machines and non-parametric Bayesian
methods like Gaussian processes should take a quick look in the first section to
understand the notations used in subsequent chapters of this thesis.

2.1 Mathematical Preliminaries and Notation

In the following, we define several terms related to machine learning and for-
mulate the goal of traditional machine learning methods that do not exploit
knowledge transfer. An extension to the mathematical framework including
transfer learning algorithms is given in Section 3.1.

Machine learning is always about finding the latent relation between obser-
vations or inputs * € X, e.g. images or D-dimensional feature vectors, and
outputs y € Y, such as )V = R for regression and ) = {—1,1} for binary
classification tasks. If we consider a classification task, ) is a finite set with
elements referred to as classes or categories and we use the term label instead
of output to refer to y. The unknown relationship between inputs and outputs
can often be described by a function h : X — ). In case of a classification task,
this function assigns a given example to one of the known categories or classes.

25
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Given a training set D = {(€1,91), ..., (Tn, yn)} of n training examples, the
goal of the learner is to estimate the function h. Especially for binary classifica-
tion tasks, instead of modeling h directly, many approaches use a real-valued
intermediate function f : X — R and apply a subsequent threshold operation,
e.g. h(x) = sign (f(x)). We use the notation sign () as an abbreviation for the
sign function, which is 1 for all positive values and —1 otherwise.

In view of a probabilistic perspective, a learning task is defined by an
unknown joint distribution p(y, «) of inputs and labels that determines their
relation. For example, given a functional dependency, the joint distribution

would be defined by p(y,x) = [il(x) - y} p(x) using the delta function

0 []. The training set D is a sample of this distribution and we assume that
each training example was sampled identically and independently from p(y, ).
The aim of the learner can be redefined in more general probabilistic terms
as estimating the posterior p(y. | €., D) of a yet unseen example x, € X.
However, most machine learning algorithms concentrate on maximizing this
posterior with respect to y, to estimate the most likely label. For classification
tasks, this corresponds to the function h which minimizes the probability of
misclassification:

h(x,) = argminp(y # k|« = x., D) (2.1
key
=argmin (1 —p(y = k|x = z., D)) (2.2)
key
=argmaxp(y =k|x =x,.,D) . (2.3)
key

In the remaining part of this thesis, we skip the specification of the random
variable if the meaning is non-ambiguous, e.g. p(x = x.) is shortened to p(.)
and we use x as a notation of a single input and the corresponding random
variable.

If we know the exact posterior, we could make an optimal decision according
to the label. Unfortunately, in most cases we do not know anything about the
posterior, except the information available from the learning examples. Thus,
we have to rely on modeling the posterior in an appropriate way. This is done
directly by discriminative classifiers, such as support vector machines or Gaus-
sian process classifiers. In contrast, generative classifiers estimate the posterior
indirectly by modeling the conditional likelihood of inputs « and by applying
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Bayes theorem:

p(@« [y«, D) p(y« | D)
p(z. | D)

~ p(@«|ys, D) ply« | D)

- Y yeyp(@ay, D) p(y|D) 2

p(ys |2+, D) = 24

The striking difference is that generative approaches try to estimate the distribu-
tion of the input data for each category instead of predicting the probability of
a label. The denominator in Eq. (2.4) is irrelevant if only the maximum of the
posterior is of interest.

On the one hand, generative approaches have the advantage that a model of
the data distribution is available which can be used to detect outliers (Section 1.5)
or to sample new data points. The second property is especially useful for
model verification. On the other hand, discriminative methods directly solve
the problem without using a bypass. This view is manifested in the following
famous quotation of Vladimir Vapnik:

“When solving a given problem, try to avoid solving a more general
problem.” (Vapnik, 1995, Section 1.9, p.28)

The approaches presented in this thesis are mostly based on discriminative ap-
proaches, hence, we prefer the discriminative view and skip analogous equations
and explanations for generative models in the next more conceptual section.

2.2 Estimation Theory and Model Selection

We have seen how a machine learning task can be defined in terms of probability
theory. Therefore, solving classification problems can always be viewed as
statistical inference and we review some basic concepts in the following section.
Let us assume that we have a set of probabilistic models, which are parame-
terized with @ € 6. For example, 0 could consist of the mean and the variance
of a simple normal distribution @ = (11, o2), or determines the normal vector of
a separating hyperplane. We denote a model of the posterior or likelihood by
conditioning with respect to the parameters 0, e.g. p(y | x, @) for discriminative
models and p(x |y, @) for generative models. For discriminative models, we
additionally make use of h(x; @) as a notation of a deterministic model.
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2.2.1 Maximum Likelihood and
Maximum A Posteriori Estimation

Many machine learning algorithms proceed in two steps. The first step is the
optimization of the model parameters during learning using some criterion.
Afterward, the model equipped with the estimated parameters is used to predict
the output of future data. A simple objective is the likelihood of the training data
given the model parameters:
o argmaxp(D|0) , (2.6)
6co
which is known as maximum likelihood (ML) estimation. The optimization
provides a so called point estimate that corresponds to the mode of the likelihood
distribution. This formulation does not incorporate any prior probability of the
model itself. Each parameter vector in the model space © is equally likely.
The consequence is that ML estimation can quickly lead to overfitting, because
complex models adapt to the learning data even though the resulting model is a
priori unlikely. One way to reduce those effects is to incorporate prior knowledge
about 0 by weighting the model likelihood with a prior p(€). An equivalent
formulation is the optimization of the parameter posterior:
g argmax p(@ | D) = argmaxp(D|0) p(0) , 2.7)
6€o 6co

also known as maximum a posteriori (MAP) estimation. Figure 2.1 illustrates
the two types of estimation. The likelihood in Figure 2.1(a) has a high peak
at @ = 2 with a small width, probably being a result of overfitting. If we
incorporate a prior distribution of 8, the mode of the resulting posterior is shifted
towards @ = 1 and the estimate of MAP estimation differs from the original
ML estimate. Equivalence between both estimators arises in the presence of a
uniform prior distribution, which is only defined properly for parameter spaces
© with finite measure. The difficulty concerning MAP estimation lies in the
definition of a suitable prior. In many practical applications the prior is chosen
to be a member of a parametric family. Parameters related to the prior are often
termed hyperparameters and are selected manually or estimated from related
tasks as shown in Section 3.2.

After optimizing the underlying parameter vector, the plug-in principle is

~MAP
applied, which uses the resulting discriminative models p (y* | ., 0 ) or
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prior p(@)

likelihood p(D | 8)
posterior p(@ | D)

I . L
-1 0 1 2 3 4
parameter 6 parameter 6 parameter 6

() (b) ©

Figure 2.1: A simple example explaining maximum likelihood and maximum a posteriori
estimation: (a) likelihood with a mode of small variance, (b) a normal distribution as a
prior, (c) the resulting posterior with a different mode compared to the likelihood.

~ML . . .
D (y* | ., 0 ) to predict labels of future data. The disadvantage of the plug-in
principle is that the variance of the estimate is not taken into account.

2.2.2 Bayesian Inference through Marginalization

Exact Bayesian inference allows modeling the data likelihood or the posterior
directly using the training data without intermediate parameter estimates, which
is sometimes referred to as non-parametric'. Rather than using point estimates,
exact Bayesian inference marginalizes the parameter @ (the symbol = highlights
derivations which require certain assumptions):

P(y | @0, D) = /@ p(y-, 0| ., D) d6 2.8)
= [ plo.12..0) (0| D) do 2.9)
- ) (P(D16) p(6)
—/@p(y*l «0) < (D) > de . (2.10)

! Two definitions of the term “non-parametric” are common in the machine learning literature
referring to situations in which (1) no parametric assumption is utilized or (2) the model complexity
grows with the number of training examples. In this thesis, we use the first definition.
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To derive the second equation, we assumed that the likelihood of a new example
is conditionally independent of the training set D given the model parameters 6,
which is also the main premise when using maximum likelihood or maximum
a posteriori estimation. This assumption is quite natural, because the model
should be developed such that every important information in the training set
can be covered by model parameters. Minka and Picard (1997) refer to this
assumption as 6 being a separator. An analogous formulation applies to the
likelihood p(x. | y«, D). In contrast to the plug-in principle, exact Bayesian
inference is much more general. This becomes obvious with a glance at the
reduction of marginalization to the MAP or ML estimator in a very special case.
If we consider a model posterior p(0 | D) with a single impulse shifted to the

~ MAP
mode 6 of the original posterior, the integral can be evaluated directly:

oo leD) = [

(]

p(ys | 2+, 0) (5 [0 - éMAPD 0 211

~MAP

=p(y. |z, 0 ) . (2.12)

The delta function ¢ [-] viewed as a density function has zero variance. Hence,
point estimation of model parameters does not take the variance of the estimation
into account. Figure 2.1(a) explains this very well by showing a likelihood with
a high peak but a small width. In this case, the probability that the likelihood
estimate represents the data is quite low contrary to the high likelihood value,
which only represents a density value. Despite the fact that in our example
in Figure 2.1 the incorporation of a prior distribution and the use of the MAP
estimate prevents from taking a critical mode, it does not solve the problem
in general. A slight shift of the prior leads to an equivalence of the ML and
MAP estimate. In contrast, the resulting likelihood of the Bayesian approach in
Eq. (2.9) can be viewed as an infinite sum of different model specific likelihoods
each weighted by the model posterior. Thus, the Bayesian approach is robust to
singularities like the one illustrated in Figure 2.1. The presented principle is also
known as Bayesian model averaging (BMA), although it sometimes refers to
another perspective that concentrates on model selection and techniques trying
to reduce the model space © (Hoeting et al., 1999).

Similar to the MAP estimator, the selection of a prior is a critical ingredient,
not only because of the accuracy but also due to the computational tractabil-
ity. The model parameter vector is often high-dimensional, which hinders the
evaluation of the integral and requires techniques such as Markov chain Monte
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Carlo (Bishop, 2006), Laplace approximation or expectation propagation (Ras-
mussen and Williams, 2005). Analytical solutions are only available in rare
situations. Some parametric families of likelihood distributions have a corre-
sponding parametric family of prior distributions that leads to a closed-form
solution of the marginalization maintaining the parametric form of the likelihood.
These priors are called conjugate priors.

Although we do not need to estimate a single suitable parameter to compute
the posterior of an unknown label, sometimes it is appropriate to use the Bayesian
estimate of the parameter. This estimate is defined to be the minimizer of the
expectation of a loss L : ©2 — R with respect to the model posterior:

8" 4 aremin Eg (L(e, 9) |D> 2.13)
6co
= argmin / L(0,0) -p(6|D) do . (2.14)
oco ]

For a quadratic loss, the Bayesian estimate is equivalent to the minimum mean
square error (MMSE) or minimum variance error criterion (Denzler, 2003):

N ~112
6"™" < aremin Ee (He _ eH |D> . (2.15)
0co

Differentiating with respect to 0 quickly leads to the fact that the resulting
estimate is exactly the mean value of the model posterior:

""" — g6 D) :/ 0-p(6|D)db . (2.16)
(]

In case of a Gaussian model posterior, the MAP estimate is equivalent to the
Bayesian estimate, which is obvious because the mean of a Gaussian is identical
to its mode.

2.2.2.1 Comparison with Model Combination

At first glance, marginalization and the involved weighted averaging of different
models looks like a generalization of weighted combinations of classifiers like
those estimated by Boosting (Friedman et al., 2000). However, Bayesian infer-
ence through marginalization does not have model combination abilities (Minka,
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2002). If the number of training examples increases, the entropy of the model
posterior p(@|D) decreases and all weight is put on one single model even though
a uniform weight would give a better accuracy. A detailed explanation of this
phenomenon can be found in the work of Minka (2002).

The consequence is that if we use the principle of marginalization without
further model combination techniques, each model has to have a high complexity
to cope with the variations in the data. An example for such a model class are
non-parametric models presented in Section 2.4.

2.2.3 Model Combination with Bagging

A common model combination technique proposed by Breiman (1996) is boot-
strap aggregating (Bagging) and can be applied to regression or classification
tasks. It belongs to a much wider category of learning approaches called en-
semble methods, which try to combine multiple simple models often referred to
as base classifiers or weak classifiers. The idea of Bagging is to learn several
models (8;)Z_; by using only a random fraction rg of all available training
data for each model estimation or training. The final combination is done by
averaging all model responses:

T
pBagging (g ) 4 — Z (x,:0,) . (2.17)

Due to the use of multiple and diverse models, Bagging is able to reduce over-
fitting effects and is thus especially suitable for classification models that have
a high complexity and a high resulting variance with respect to the training set.
Let us take a closer look on the generalization properties of this estimator by
analyzing the error made by the predictor when trying to estimate the underlying
ground truth function h (Bishop, 2006, Section 14.2). The output of each model
can be written using error terms £¢:

h(x; ;) = h(x) + &/(x) . (2.18)

The error of a single model is given by the expected squared difference to the
ground truth function:

erry = Eg ((h(m;@t) - ﬁ(m))Q) =E, (e:(z)?) (2.19)
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which directly leads to the average error of the ensemble when each model is
used separately:

T T
1 1
€T ayerage — T E erry = T E Eg (Et(:l:)Q) . (2.20)
t=1 t=1

Analyzing the error of Bagging is now straightforward and we only assume that
the error terms do not correlate and have a zero mean:

. . 2
€Tpagging = Ea ((hlgvaggmg(ﬂf*) - h(:c)) >

T 2
1
=E, (T ; st(sr:)>

= % Ez (e1(z)? + ... +er(x)®) + Eq Z er(x)ey ()
Lt
« 1
= T2 (Ex (51(33)2 +...+ €T(ZC)2))
= l * €I'Taverage - (221)

N

Hence, in theory Bagging helps to reduce the expected error, especially when
using a large size of the ensemble. The important assumption we made in the
previous derivations is that the error terms are uncorrelated. In general, this
assumption does not hold and is even impossible to achieve. Bagging tries
to build an ensemble of independent models by training each of them with
a different, although probably overlapping, training set. The randomization
used by Bagging is thus justified as a simple method to reduce the correlation
between base classifiers of an ensemble. For probabilistic models, Bagging can
also be applied to average the predictive posterior distributions of a label .,
corresponding to an unseen example .:
1 X
PWe |20 D) = > p(ys | 4,61 (222)

t=1

Note that this does not directly correspond to the probabilistic version of
Eq. (2.17).
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2.3 Random Decision Forests

The following section reviews random decision forest (RDF) as an efficient
classification method. First, we describe the basic principles of decision trees
(Breiman et al., 1984), one of the fundamentals of early machine learning, and
illustrate how current versions make use of Bagging and randomized learning.

2.3.1 Decision Trees

Decision tree classifiers can be regarded as model combination techniques. The
underlying idea of their use for classification purposes is that the input space
is recursively split by binary base classifiers leading to a binary tree structure.
Each inner node of the tree corresponds to such a classifier b : RP? — {—1,1}.
Although arbitrary classification models can be used, in this thesis we stick to
axis-aligned hyperplanes parameterized with the index r € {1,..., D} of the
feature and a threshold ¢ € R:

1 if x,
h(:c;r,c)sign(acro{_1 o ig . (2.23)

Base classifiers determine the path of an example & within the tree, which ends
in a leaf node ¥(x). Thus, the input space is split into several regions, each of
them corresponding to one of the m, leaves. Each leaf node is associated with a
posterior distribution p(y = k | ¥(x)), which is an estimate of the probability of
x belonging to class k given that this specific leaf is reached. Therefore, a tree is
theoretically able to approximate arbitrary class regions. The general principles
and terms are illustrated in Figure 2.2.

One of the advantages of decision trees is the few number of base classifiers
which have to be used to classify a new example. If the tree is balanced, we only
have to apply O(log my) binary base classifiers to get an approximation of the
posterior.

2.3.1.1 Learning of Decision Trees

Learning a decision tree requires building the binary tree structure and estimating
posterior probabilities. Finding an optimal decision tree for a given training
dataset D is a combinatorial optimization problem and intractable to solve.
However, a greedy strategy is straightforward to develop. We start from the root
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Figure 2.2: General principle and terms of decision trees. The right diagram illustrates
the posterior distribution corresponding to a leaf node. The path of an example in the tree
(dashed line) is determined by base classifiers related to each split node.

zi(y« =k|a.)

class k

node and choose the base classifier that best splits the training data according
to some criterion 1. In each child node, this procedure is recursively continued
with the reduced training data, until a termination criteria is fulfilled.

A split criterion is mostly based on an impurity measure .7, which returns
high values if examples of several different classes reached the current node.
One common measure is the entropy of the labels:

TP (v Zpk log p (2.24)

with pj being the ratio of examples of class k in the current node v. The final
split criterion is defined as the expected reduction of the impurity measure if
using the current base classifier:

T, ) =g - > p|v)IW) . (2.25)

v’ is a child of v

The summation is done over every child node which is generated by the base
classifier h(-;r,¢) and p(v’|v) denotes the transition probability that an input
example reaches node v’ from v. The transition probability can be easily esti-
mated by counting the number of examples reaching each child node. In case
of J being the entropy, I" is equivalent to the mutual information of the label
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and the output of the base classifier. Optimization of the objective function in
Eq. (2.25) with respect to the parameters of the axis-aligned base classifiers is
done in traditional decision tree approaches with an exhaustive search over all

possible thresholds ¢ and features r € {1,..., D} (components of a feature
vector):
<fv, év) = argmax I'(v;r,() . (2.26)
1<r<D,€ER

Important ingredients of the learning procedure are the termination criteria.
A trivial case appears when a node, after recursive splitting of the training set,
only contains examples of a single class. This condition can be relaxed by
thresholding the impurity measure of the current node, i.e. if 7 (v) falls below
a certain value £7. Another criterion is a lower bound &, of the number of
examples, which is reasonable because it is difficult to learn a good suitable base
classifier without a sufficient size of the training set (cf. the motivation of this
thesis in Section 1.1). To restrict the worst-case performance of the classifier
during classification, the maximum depth of the tree can additionally be bounded
by a parameter &g.

One severe disadvantage of decision trees is their tendency to overfitting,
which results from the high flexibility of the model and the weak threshold-based
regularization using termination criteria. To overcome this problem, heaps of
so called pruning techniques have been proposed (Breiman et al., 1984), which
mostly utilize an additional validation set to guide the shrinkage of the tree after
applying the traditional learning scheme.

2.3.2 Randomized Learning of Decision Forests

Randomized learning offers to reduce overfitting effects efficiently without using
some heuristic pruning approach. In general, there are several parts of the
learning process in which randomization can be introduced.

As mentioned earlier in Section 2.2.3, Bagging can reduce overfitting effects,
which makes it perfectly suitable for the combination of decision trees (Breiman,
2001). Several trees are learned with a random fraction rg of the training data
resulting in an ensemble often referred to as random forest. We denote the leaf
node of tree ¢ reached by an example z with 9¥(*) (z). Instead of using a single
estimate of the posterior probability of the label, the estimates of all trees can be
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used and averaged like done in the Bagging framework (cf. Eq. (2.22)):

T
p(ys | x4, D ng Py | T, 90 () (2.27)

The parameter rp has to be carefully chosen. On the one hand, learning a decision
tree with only a small number of examples leads to completely misleading
classification models. On the other hand, a smaller number of examples for each
tree decreases the computation time of learning and increases the diversity within
the ensemble. An additional important advantage of Bagging is the availability
of out-of-sample estimates. The idea is that every training example « is classified
by the reduced ensemble of all decision trees not trained with x. The resulting
classification results are then used to measure the expected accuracy, which
allows for optional model selection.

A similar approach is the random subspace approach of Ho (1998). Each tree
is trained using the full training set but with only a fraction of all available fea-
tures, i.e. selections of input dimensions. In contrast, Kuncheva and Rodriguez
(2007) propose a method called rotation forests, which generalizes the work
of Ho (1998) by building each tree with randomly linear transformed features.
Instead of restricting the set of features for a whole tree, Geurts et al. (2006) sug-
gest randomizing the optimization of base classifiers during learning. Whereas
traditional decision tree approaches exhaustively search for the best suitable pair
of feature and threshold, the algorithm of Geurts et al. (2006) randomly selects
a subset R, of all features and a set @Q,, of thresholds in each inner node v and
restricts the search for the best suitable base classifier to the resulting reduced
hypothesis space:

(m,év) — argmax I'(v:r,() . (2.28)
TERLH,CEQ

This strategy leads to a significant speed-up of learning controlled by the size
of the sets R, and @,,. Shotton et al. (2008) show the impressive performance
of randomized learning in a semantic segmentation application, which needs to
handle millions of training examples. In this thesis, we use a combination of
the ideas presented by Breiman (2001) and Geurts et al. (2006) and refer to it as
random decision forest.
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Figure 2.3: Illustration of the usage of kernels: (a) input space, (b) the corresponding
feature space using a polynomial kernel and (c) the first two components of the feature
space showing that the data can now be linearly separated. Points are connected by lines
to visualize the data structure and to generate a correspondence between the plots.

2.4 Learning with Kernels

As we have observed in Section 1.1, visual object recognition requires highly
flexible classification models. Despite the success of randomized decision
forests introduced in the last section, they are not able to represent nonlinear
decision boundaries in an efficient manner. In contrast, the usage of kernels
in powerful classifiers, like support vector machines and Gaussian processes
(Section 2.5 and Section 2.6), offer to model nonlinearity without requiring
additional parameterization.

2.4.1 Kernels and High-dimensional Feature Spaces

A large number of classifiers assume that the input data of the classification
problem is linearly separable try to find a suitable hyperplane separating the
data. Such methods are referred to as linear classifiers even though they often
include a bias term to model hyperplanes that do not necessarily pass through the
origin. Figure 2.3(a) shows a simple synthetic example which can not be solved
by a linear classifier (Scholkopf and Smola, 2001, Section 2). In the following,
we use the term nonlinear problem for such tasks. The illustrated example can
be solved by using an explicit nonlinear classification model. For example, we
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could estimate a circle or ellipse separating the data:

h(a) = sign (w12} + w122 + wers + b) (2.29)

_ {1 if w123 + wor 3 + w3z > b (2.30)

—1 otherwise

However, we can also regard this classifier as a linear one applied to nonlinear
transformed input vectors ¢(x):

¢(w) = (‘va Xy -T2, l’g)T ) (231)
h(z) = sign ((w, ¢(x)) +b) , (2.32)

where (-, -) denotes a scalar product. The result of the transformation ¢ is visu-
alized in the center 3d plot of Figure 2.3. Figure 2.3(c) shows a 2d projection
of the transformed data highlighting the fact that the transformation leads to
linearly separable data. With D-dimensional input vectors € R” the transfor-
mation would involve computing O(D?) terms, which is impractical and does
not generalize well to higher-order problems. Kernel functions allow us to skip
explicit computation and even specification of ¢.

The generalized representer theorem of Scholkopf and Smola (2001) offers
for many learning approaches, such as support vector machines (Section 2.5)
or Gaussian process regression (Section 2.6.5), the possibility of writing the
hyperplane w in terms of learning examples x; (Section A.1):

w=>Y () (2.33)
=1

with coefficients a;; € R. As can be seen in Eq. (2.32), an important ingredient
of the hypothesis is the evaluation of the scalar product (w, ¢(x)), which can be
expressed using Eq. (2.33) as follows:

(w, ¢(x)) = Zai (3(:), d(2)) | (2.34)

where we utilized the bilinearity properties of a scalar product. Thus, evaluating
the hypothesis is merely based on calculating the scalar product in H induced
by ¢ : X — H. This space is referred to as feature space. The feature space H
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has to be equipped with a scalar product, which is the fact for so called Hilbert
spaces. In the remainder of this thesis, we use the notation (-, -),, to explicitly
refer to the scalar product in H. If we can find a kernel or kernel function
K : X x X — R that computes the scalar product in the high-dimensional or
even infinite-dimensional space H, i.e.

Ve, ' e X @ K(x,2') = (¢p(x), d(x'));, | (2.35)

we do not have to specify the feature map ¢ in an explicit manner and the kernel
function can be used as a substitute for the scalar product without even knowing
anything about a corresponding transformation. This technique is known as the
kernel trick and one of the most important advantages is the possibility to handle
structured data or input data with different dimensionality. Thus, the input data
could consist of images a with different sizes and the only thing which has to be
done to perform learning is to compare them in a suitable way (Section 4.3).
The question remains how do we know that a given function K is a suitable
kernel function. Of course, one way is always to construct a corresponding ¢,
but this can be considered as a difficult mathematical undertaking and can be
circumvented by the Mercer condition presented in the next section.

2.4.2 Mercer Condition and Construction of Kernels

The Mercer condition is one of the fundamentals in machine learning with
kernels. It allows treating ¢ as a mysterious black box rather than as a transfor-
mation that has to be well designed. Let us first give a definition of a special and
important class of kernels.

Definition 2.1 (Positive definite kernel) A function K : X x X — R is called
a positive definite kernel (function), if for all n € N and all finite subsets
X = (x;)}, of X the quadratic matrix K € R™*" with K;; = K(x;, ;) is
positive semi-definite. Such a matrix K is called kernel matrix.

We use the notation K (X,X') with X' = ()72, to refer to the n. x m
matrix A containing the pairwise kernel values A;; = K (x;,x}). If X" only
contains one element x, we also write K (X, x).

This definition directly leads to a simple fact about kernel combination, which is
needed as an essential tool in Section 2.6.10.
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Proposition 2.2 (Linear kernel combination) If K1, ..., Kg are positive def-
inite kernels (kernel functions) and 31, . . . , Br € R are non-negative coefficients,
the linear combination K = 1Ky + ... + BrKR is also positive definite.

The proposition shows that we can scale positive definite kernel functions with
vo > 0 and add a non-negative bias v; without violating their positive definite-
ness:

K(,-)=wvo-K(-,-)+v1 . (2.36)

If we are using a linear kernel K (z,x') = (x, '), i.e. the feature map ¢
is the identity, it can be seen that every kernel matrix induced by K is positive
semi-definite. This suggests a strong relationship between condition (2.35) and
definition 2.1, which can be made explicit with the Mercer condition.

Theorem 2.3 (Mercer condition) (Mercer, 1909; Vapnik, 2000)
A function K : X x X — R is a positive definite kernel if and only if there
exists a Hilbert space ‘H and a feature map ¢ : X — H such that

Ve, ' e X 2 K(x,2') = (p(x), p(x')), - (2.37)

Proof:

“
Let us assume that we have a finite input space X with | X| = n. In the following,
we only give a proof for this special case, since it allows us to use well-known
concepts of linear algebra instead of their corresponding generalizations for
functions. An exact proof can be found in Scholkopf and Smola (2001). If
we have a positive definite kernel, the kernel matrix K of all elements of the
input space is positive semi-definite. Thus, K can be decomposed using the
Cholesky decomposition by K = GGT'. If we define ¢(x;) to be the column
vector consisting of the elements of the ¢’th row of G, we immediately see that
¢ obeys Eq. (2.37).

e
Let K be an arbitrary kernel matrix created by K obeying Eq. (2.37). For every
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a € R the following holds:

a’Ka = Z o (), d(x5)),, = <Z ai¢(wi)azaj¢(xj)>
i,j=1 i=1 Jj=1 H

=D aip(xi)|| >0, (2.38)
i=1

H

with [|-||,, being the induced norm in H. Thus, K is positive semi-definite and
due to the arbitrary selection of this matrix it follows that the function K is a
positive definite kernel. ([

In the remainder of this thesis, we use the terms kernel or kernel function to
refer to positive definite kernels. A kernel function can be regarded as a special
type of similarity measure between two inputs. Therefore, the kernel trick leads
to a machine learning algorithm that solely learns using the similarity of given
inputs rather than their explicit representation. Let us now consider some kernel
functions that are widely used in a large set of machine learning applications and
that are utilized in this thesis.

Definition 2.4 (Families of kernel functions) A kernel function K : X x X —
R is called

1. stationary or shift-invariant if it solely depends on the difference between
both input vectors:

K(z,2')= K"z —x') , (2.39)

2. homogeneous or generalized radial basis function kernel, if it solely de-
pends on the distance between both input vectors measured by some metric
d: X xX =R

K(z,x') = K""(d(x,2")) (2.40)

3. radial basis function (rbf) kernel, if it is homogeneous and solely depends

on the Euclidean distance of both input vectors 2.

2Bishop (2006) uses a more general notion of the term radial basis function kernel defined as a
synonym for homogeneous kernels.
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One of the most widely applied kernel functions is the Gaussian kernel,
which belongs to the family of radial basis function kernels:

K& (g, 2') = exp (—7 [l — :B/H2> . (2.41)

The kernel is parameterized by v > 0, which can have an important influence
on the behavior of the machine learning algorithm. For example, v = 0 leads to
uniform kernel values independent of the input data, whereas v — oo approaches
to the delta function. Parameters of kernel functions are termed hyperparameters
and their estimation or optimization with respect to a specific task is an important
step and described for support vector machines or Gaussian process based
methods in Section 2.5.5 and Section 2.6.10, respectively.

Non-stationary kernels have shown to be useful when comparing histograms
(Grauman and Darrell, 2007), such as the ones calculated by the bag of visual
words approach presented in Section 4.2. The two most prominent non-stationary
kernels in this area are the chi-square kernel and the minimum intersection kernel:

2 D (z; — x})?
KX (z,2') < exp f'yz W , (2.42)
i=1 ' i
_ D
KMin (g, o) = Zmin(mi,x;) : (2.43)
i=1

Choosing a kernel function for a specific task can be tricky. It is always advanta-
geous to incorporate as much prior knowledge about the application as possible.
If such a prior knowledge is not directly available, we can simply use the Gaus-
sian kernel as a default choice or rely on model selection techniques, such as
those described in Rasmussen and Williams (2005) for GP based algorithms and
reviewed in Section 2.6.10.

2.5 Support Vector Machines

Nowadays, support vector machines (SVM) are a common classification tech-
nique in a large set of computer vision related tasks; e.g. pedestrian detec-
tion (Dalal and Triggs, 2005), object localization (Felzenszwalb et al., 2008),
action recognition (Ullah et al., 2010), high-level object recognition (Farhadi
et al., 2009). The SVM approach is linear in its original version but can be
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SVM hyperplane
T —
gi=1 w'x+b=0

positive [ )
training examples [} negative
training examples
yi =—1
([

margin

Figure 2.4: Basic principle of margin maximization with support vector machines. Col-
ored points represent training examples and are additionally highlighted if they are support
vectors.

extended to nonlinear problems by applying the previously presented kernel trick
in the dual version of the underlying optimization problem. We restrict ourselves
to a description of aspects necessary for this thesis and we refer to Scholkopf and
Smola (2001) and Bishop (2006) for a comprehensive treatment of this topic.

2.5.1 Binary Classification with SVM

Let us start with binary classification tasks and labels y € {—1,1}. The aim of
SVM is to separate two classes in a linear manner using a hyperplane w € R”
represented by the function:

f(x) = (w,z) +b . (2.44)

In the following, we assume the training set to be linearly separable. The
characteristic property of SVM is the determination of a hyperplane that separates
the training data and maximizes the margin mgp,(w, b) defined as the smallest
distance of the hyperplane to a training example (Bishop, 2006, Section 7.1, p.
326). Data vectors x; having the smallest distance to the hyperplane are termed
support vectors, because they determine the hyperplane. These principles and
terms are visualized in Figure 2.4. The resulting optimization problem can be
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written as follows:
maximize mgp(w,b
weRP, beR gD( ) (245)
subjectto  Vi=1...n: y;- f(x;) >0 .

The inequalities ensure that the hyperplane separates the training set. Given a
training set D = {(x1,v1), ..., (€n, yn)} the margin can be expressed by:

mgp(w,b) =min{|lz —x;|| : 1 <i<n;{w,x) +b=0;z € X} (2.46)

= min Y71 (2.47)

Scaling the hyperplane vector w and the bias b with A > 1 does not lead to a
violation of the constraints or a change of the margin. Due to this reason, the
scaling can be selected arbitrarily and we fix it such that | (w,x;) + b | = 1
holds for every «; having minimal distance to the hyperplane. The advantage is
the simplification of the margin to mgp (w,b) = 1/ ||w||. We can now rewrite
the SVM optimization problem as:

L 1 2
minimize - ||w]]
weRD, beR 2

subjectto Vi=1...n: y;- (w,z;) +b) >1 .

(2.48)

The additional constant factor % is introduced due to mathematical convenience
in later derivations. Note that the right hand side of our constraints changed
from > 0 to > 1, which can be explained by considering the old constraint
y; - ((w, x;) + b) > 0 and incorporating the definition of the scaling of w and b:

Yi - ((w, i) +0) = |y; - ((w, ) +b) | = [yi| - | (w, i) +b)|  (2.49)
=|((w,z;) +b)[>1 . (2.50)

The SVM optimization problem is a quadratic program and several efficient
solvers exist, which are partly described in (Scholkopf and Smola, 2001).

2.5.2 Soft Margin Classifier

The problem remains that linearly separable training data are unlikely, given
a low dimension of the input space and we have to handle misclassifications
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during learning, i.e. hyperplanes that are not necessarily separating the learning
examples. The key idea to tackle this problem is the introduction of slack
variables &; > 0 (Bishop, 2006) and relaxing the conditions in Eq. (2.48) to:

Violating the conditions with ; > 0 is penalized by an additional weighted term
which results in the following, modified optimization problem often referred to
as soft margin classifier (Scholkopf and Smola, 2001, p. 16)

1 9 -
minimize —||lwl||” +C ;
WwERD, beR, ECR™ 2 [[wl] ; &i (2.52)

subject to Vi: oy ((w,x;)+0)>1—¢& and & >0 .

The parameter C' > 0 is used to tune the trade-off between a large margin and
allowed misclassifications during training.

Another formulation of the optimization problem offers some further insights
into SVM classification and is also essential to establish some important rela-
tionships to other classification techniques as done in Section 2.6. First of all,
we need to define the hinge loss H:

H(z) =max (1 —2,0) . (2.53)

Using the hinge loss, we can express the previous optimization problem (2.52)
as a single objective function without constraints and with the regularization
parameter A = (2C)~! (Bishop, 2006, p. 337):

I H (y; - ’ A 2 2.54
minimize ; (i - f(i)) + XJwl]| (2.54)

The hinge loss can be regarded as an approximation of the misclassification error
(see Section 2.6.5 for further details). Thus, the SVM approach minimizes a
regularized risk functional consisting of an error term and a complexity measure
of the resulting decision function. Note that this scheme is connected to maxi-
mum a posteriori estimation (Section 2.2.1) with the error term corresponding to
an improper negative logarithmic likelihood and ||w||” serving as the negative
logarithm of a Gaussian prior on w.
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2.5.3 Duality and Kernels

In Section 2.5.1, we described support vector machines as a maximum margin
classification technique and also tackled the problem of nonlinearly separable
data using slack variables. However, the resulting classifier is still linear and not
able to provide complex decision boundaries as demanded by visual recognition
tasks. As described in the last section, a solution is the integration of the
kernel trick into the learning algorithm. In the following, we consider the SVM
approach applied to input examples transformed with amap ¢ : X — H:

f(@) = (w,d(x))y +0 . (2.55)

We already mentioned the representer theorem of Scholkopf and Smola
(2001) given in Section A.1, which states that we are able to write the hyperplane
normal w in terms of the transformed training examples (cf. Eq. (2.33)) for vari-
ous kinds of optimization problems, such as those related to the SVM approach.
However, we can show this important result directly for the SVM approach by
considering the corresponding dual optimization problem of the primal problem
(2.48). We derive the dual problem using the corresponding Lagrangian:

L(w,b,\) = 4 ZA (1—yi- ((w,(xi))sy +D) . (2.56)

To calculate the Lagrange dual function, we have to minimize L with respect to
w and b (Boyd and Vandenberghe, 2004, chapter 5), which involves calculating
the gradients:

{VwL} (w,b,\) = w — Z Niyi (p(x5)) (2.57)
{VyL} (w,b,\) Z Ny = (2.58)
Setting both gradients to zero we arrive at:

@ =Y Ayid(ai) = Y aid(m;) (2.59)
=1

=1
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with coefficients «; = \;y; and the property Z a; = 0. The result is an instance
i=1
of the representer theorem for SVM based learning. Note that a coefficient «; is

zero if and only if the corresponding learning example is not a support vector,
i.e. the i-th constraint in (2.48) is not active. The norm of @ can be written in
terms of kernel evaluations as:

|w||* = Z oo (p(x3), d(x5)),, = o' Kar (2.60)

1,j=1

We can now combine everything to determine a modified Lagrange dual
function g(a) = L (117, b, [ovi/ y,]z;l) which depends on the coefficients «;
rather than on \;:

9(cv)

gar®at 30 (2 (1 [ Xy (00w ol +)
i=1 7 j=1

%aTKa + (Z az) — Z ;o (p(x5), p(x4)) 4

i— i i,j=1

=QxiYi

_ —%aTKa oy . 2.61)

We use the kernel matrix K of the training set that arises from the pairwise scalar
products of the transformed learning examples, i.e. K;; = (¢(x;), p(x;)),,. The
(modified) dual problem maximizes g(c) with respect to constraints resulting
from the non-negativeness of the Lagrange multipliers A; and the fact that the
coefficients a; sum to zero, which was derived by setting the gradient of b
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(Eq. (2.58)) to zero:

1
maximize — -a’Ka+aly
acR™ 2
n (2.62)
subjectto Vi=1...n: a;-y; >0 and E o; =0 .

=1

Deriving the dual (kernelized) version of the optimization problem (2.52) can be
done analogously leading to additional upper bound constraints: 0 < o - y; <
C' (Bishop, 2006, p. 333). An insight into the influence of the parameter C can
be obtained by utilizing Theorem A.2, which can be found in the appendix. The
theorem offers an upper bound for the standard deviation of the soft decision
function f in terms of the coefficients cv. Applying the additional constraints
0 < «; - y; < C that appear in the soft margin version of the dual problem (2.62)
we can rewrite the bound as follows:

Og (f(m)) S ||a|| vV Amax(K) : CK S \/ﬁ C- V )\max(K) . CK ) (263)

with (x being a kernel-dependent term and A, denoting the largest eigenvalue.
This bound illustrates the influence of C' on the decision function. Decreasing
the parameter leads to a small deviation of f and thus to classification models of
low complexity, such as hyperplanes in the original space. A high value of C
offers a large variability of the decision function shape.

An important aspect when comparing the primal optimization problem (2.48)
with its dual counterpart (2.62) is the change of the problem size from the input
vector dimension D and an additional bias to the number of training examples
n. Note that the effective size of the dual problem is the number of support
vectors (Scholkopf and Smola, 2001) and due to this reason SVM is sometimes
referred to as semi-parametric. Solving the dual instead of the primal problem is
beneficial even for linear kernels when dealing with a small amount of training
data and a large set of features. However, for large-scale learning scenarios,
the direct usage of the kernel trick is impractical. Due to this reason, Vempati
et al. (2010) and Li et al. (2010) propose to calculate an approximate feature
transformation ¢ of a given kernel, which is used to apply a linear SVM classifier
on explicitly transformed training examples.

After estimating the coefficients «; by solving the dual problem (2.62),
classifying a new example ., consists of evaluating the hyperplane function
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f(z):
f(@.) = (w, ¢(= +b—Zaz z, ) +b, (264

and thresholding it at zero:

h(x,) = sign (f(x.)) = sign (Z o K(xi,x) + b) . (2.65)

The bias term b can also be expressed in terms of kernel evaluations, but we
skip the derivation and refer to Scholkopf and Smola (2001) and Bishop (2006).
Instead of a hard classification decision, a soft decision of the classifier is often
necessary, such as in applications that use classification outputs as intermediate
steps or for the multi-class classification approaches presented in the next section.
For SVM approaches the continuous value f (. ) can be used directly as a score
value that relates to the likelihood of .. being a positive example.

2.5.4 Multi-Class Classification

Up to this point, we considered binary classification tasks with y; € {—1,1}.
Learning a SVM classifier for a multi-class classification problem with an ex-
tended label space y; € {1,..., M} can be done in multiple ways. In general,
we distinguish between approaches that try to formulate an optimization problem
similar to the binary case, and those that build upon several binary classifiers
trained on derived sub-problems. For the first category of methods, we refer
to Scholkopf and Smola (2001, Section 7.6.4) and restrict the following descrip-
tion to the latter type.

Let a training dataset D = {(x1,41), ..., (@n,yn)} withy; € {1,..., M}
and M > 2 be given. The one-vs-all or one-vs-rest approach trains M binary
SVM classifiers f7 that try to separate each class j from all other classes. Thus,
classifiers are taught using binary training sets D7 = {(x1,71), ..., (T, Tn)}
withy; = 1lify; = j and y; = —1 otherwise. Classification of a new example ..
is done by evaluating every binary classifier and choosing the one with maximum
score f7(x,). Therefore, the final decision of the multi-class classifier i can be
written as:

h(zx.) = argmax fj(w*) . (2.66)
j=1..M



2.6 Machine Learning with Gaussian Processes 51

An alternative formulation applies the algorithm of Platt (1999) beforehand and
chooses the category j that maximizes the approximated posterior probability.

Another popular idea is the one-vs-one method. As the name already sug-
gests, (I;[ ) classifiers f7-J " are learned, for each of the binary sub-problems that
separate two classes j and j’. During testing, all classifiers are evaluated and for
each class j we count the number of times z; a binary classifier f7-J " classifies
the new example x, as being from j. A category that achieves the maximum
count can be considered as the final output of the multi-class classifier. In con-
trast to the one-vs-all approach, deriving probability estimates is straightforward
by normalizing the counts z;. In our experiments, we use the one-vs-all method
due to its advantages with respect to the computation time.

2.5.5 Hyperparameter optimization

The problem of hyperparameter optimization was already mentioned in Sec-
tion 2.4.2 in the context of kernel parameters. For the SVM based methods
presented in the previous sections, we additionally introduced the parameter
C > 0 which weighted the penalty term corresponding to the slack variables &.

The common method to optimize C' and hyperparameters 7 of the kernel
function, such as the parameter «y of the Gaussian kernel (cf. Eq. (2.41)), is
k-fold cross-validation. To apply this technique, the training set D is divided
into k subsets D7 and learning and testing is performed & times. In each round
j, dataset D7 is used for testing the classifier learned on all remaining examples
D\ DJ. After this procedure, we have k values of a performance measure,
which are averaged to yield a final performance value of current parameter
values. Searching optimal hyperparameters can be done by greedy optimization
techniques that simply evaluate cross-validation performance on a predefined
grid. Such a procedure is computationally demanding and impractical for more
than two hyperparameters. Alternative methods are multiple kernel learning
approaches (Sonnenburg et al., 2006) or hyperparameter optimization with
Gaussian processes as described in Section 2.6.10.

2.6 Machine Learning with Gaussian Processes

The following section explains the usage of Gaussian processes (GP) for machine
learning tasks, like regression and classification. The textbook of Rasmussen and
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Williams (2005) is one of the key references for learning with GP models. There
are two main possible derivations leading to the GP framework: the weight space
view and the process view?. In the following presentation, we prefer the process
view.

2.6.1 Gaussian Processes

A Gaussian process is roughly speaking a generalization of a multivariate normal
distribution to infinite dimensions. It belongs to the much wider class of stochas-
tic processes, which are collections of random variables. Defining a Gaussian
process is done by considering all finite subsets of the input space, similar to the
definition of positive definite kernels.

Definition 2.5 (Gaussian process) A collection of random variables

[ = (f(®)) e is a Gaussian process with mean function p : X — R and
covariance function K : X x X — R, if and only if for every finite set
X = {x;}; C X the corresponding random variables are jointly normally
distributed, i.e.

f=((@i))ies ~ N, S)

with p = (p(x1), ..., u(zn))T and covariances S;; = E (f(x;)f(xz;)) =
K(x;,x;). We use the notation f ~ GP(u, K) to refer to this definition.

In the following, we restrict the presentation to zero-mean GPs, i.e. p = 0,
without loss of generality. There is a tight connection between covariance and
kernel functions as introduced in Section 2.4. A valid covariance function has to
induce valid covariance matrices of finite subsets, thus, it requires their positive
definiteness. For this reason, each positive definite kernel function as defined by
definition 2.1 is a valid covariance function of a Gaussian process and vice versa.
In the remaining part of this thesis, we use both terms as synonyms.

The important advantage of Gaussian processes compared to a large set of
other well-known stochastic processes, such as Poisson or gamma processes, is
that they are defined even for multi-dimensional input sets X instead of being
restricted to one-dimensional time domains. This offers the possibility to use a
Gaussian process as a probability distribution over functions. The kernel function
K of a GP determines the covariance of two function values f(x) and f(x').

3Rasmussen and Williams (2005) refers to the process view as function-space view, but we follow
Seeger (2003) by using the term “process view”.
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2.6.2 Sample Paths and the Influence of Hyperparameters

Figure 2.5 shows one-dimensional sample functions (sample paths) of zero-mean
Gaussian processes with different kernel functions and varying hyperparameters.
We also included a lower and upper function that bound a shaded area derived
from three times the standard deviation of the corresponding GP. First of all,
let us have a look at the first row, which resulted from using a GP with a
Gaussian kernel function as defined by Eq. (2.41). Due to the stationarity of
this kernel, the behavior of the sampled functions is independent of the absolute
location. We also observe that the local variability of the function increases
with an increasing value of the hyperparameter . This behavior be analyzed by
considering an approximation of the expected quadratic gradient of f. Let us
consider a set of points 1 < ... < z,, € R and the corresponding multivariate
Gaussian random variable f = (f(z1),..., f(x,))T € R™. This allows us to
reduce the expectation with respect to all possible functions f, to a well-defined
expectation with respect to all n-dimensional vectors f and we avoid dealing
with scary infinite-dimensional integrals. We can now study the following
expected quadratic difference quotient:

[ (LZ (f<>—f<>>> T 2.67)

- Lit1 — Ly

- — Z( : /n(f(wm)—f(xi))gp(f)df) .68)

(351'+1 - ICi)Q

_ 1 Yi K(xi—i-lyl'i—i-l) — 2K($i+1,l‘i) +K($Z‘,JZZ‘)

. (2.69)
i=1 (xi-‘rl - J)i)

We now consider the Gaussian kernel and assume equidistant x; with spacing h:

de: 2
Goauss () = g (z1, 214+ h, x4+ 2h,..) = 72 (1 — exp (—fth)) . (2.70)

By using the rule of I’Hopital, we have in the limit:

def 7. . 4’}/heXp (_’th)
ggauss = %}L% ggauss(h) ES hm RN S

=2y . 2.71
h—0 2h i ( )

Thereby, we have verified our intuition obtained from the first row of Figure 2.5
that local variations are intensified with an increasing value of the hyperparameter
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Figure 2.5: Three sample functions from zero-mean Gaussian processes with different
kernels (rows: Gaussian kernel, x2-kernel, minimum intersection kernel) and varying
kernel hyperparameters (columns). The shaded area highlights the interval derived from
three times the standard deviation of the Gaussian process.
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~. The second row of Figure 2.5 shows sample functions obtained using the
x2-kernel (Eq. (2.42)). The behavior is very similar to the Gaussian kernel
except that the non-stationarity of this kernel can be observed slightly. Local
variations of the function are much more common in the first part of the plot
next to the origin.

Characteristic sample paths of a GP equipped with a minimum intersection
kernel (Eq. (2.43)) are displayed on the bottom row of Figure 2.5. For one-
dimensional input spaces X = R, a GP with a minimum intersection kernel
is equivalent to the famous Wiener process. The interesting property of this
process is that sampled functions are continuous in the mean-square sense but
not differentiable (Seeger, 2003, Section 2.1.1.3). One effect of this property can

be seen by considering our measure g (21, ..., Tn):
n—1 n—1
1 Tit1 — 21‘l +x; 1 1
Imin(Z1,y .., Tn) = E = E .
n—1 =1 (ZL’iJrl — .’L’Z) n—1 im1 Tit+1 — T4

(2.72)

Therefore, gmin does not have a finite limit for increasingly finer grids, which is
obvious for equidistant grids with spacing h leading to gmin(21, - .., Zpn) = %
The standard deviation of the function value f(z) is v/ and also leads to the
property that f(0) = 0 holds almost surely. In contrast to the Gaussian or the
Xg—kernel, the minimum intersection kernel does not have an internal parameter
7. Therefore, the plots show the influence of the scale and bias parameter
introduced in Eq. (2.36).

2.6.3 Basic Principle

As we have seen in Section 2.1, machine learning can be described as estimating
the relation between inputs  and outputs y. This relation is often described using
areal-valued function f, e.g. y = f(x) + € with € being a noise term. A large
set of machine learning approaches, like support vector machines (Section 2.5)
or decision trees (Section 2.3.1), parameterize the latent function f by f(+; 0)
and estimate the parameters 0, e.g. with maximum likelihood or maximum a
posteriori estimation (Section 2.2.1).

In contrast, the following machine learning approaches follow the idea of
marginalization as introduced in Section 2.2.2. An important ingredient of
marginalization is a model of suitable prior distributions p(@). Instead of param-
eterizing f and marginalizing 6, Gaussian process models allow marginalizing
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the latent function f directly without any parameterization. This is due to their
ability to model a large variety of prior distributions p( f) of real-valued functions
using kernel functions. Especially Gaussian processes resulting in continuous
and smooth sample paths are of interest, because they offer the possibility to
incorporate one of the fundamental assumptions in machine learning: similar
inputs should lead to similar outputs.

2.6.4 Model Assumptions

First of all, let us have a look at the two main assumptions of Gaussian processes
as used for regression and classification:

1. Conditional Independence: There is an underlying latent function f :
X — R, such that outputs y are conditionally independent from the
input & given the latent function value f (). The outputs are distributed
according to the so called noise model p(y | f(x)).

2. Prior Model: The function f is a sample of a GP prior and is in the
following represented as a random variable f ~ GP(0, K) with zero
mean and kernel function K : X x X — R.

Let n training examples x; € X C X be given with outputs or labels y; € Y
collected in a vector y € {—1, 1}". We would like to predict the posterior of the
output y,. of an unseen example . € X by:

Py | 22y, X) = /R o | 1) p(fs |2y X) dfs . 2T3)

where we marginalized the latent function value f, = f(x,) corresponding to
x.. Note that we made use of the conditional independence assumption. The
conditional distribution of f, is also available by marginalizing all latent function
values f = (f(=;));—, of the training set X:

pr |2y X) = [ lee £ l9.X)df . @79
R
Finally, the incorporation of the noise model and our assumption of independent
outputs leads to:

D(f 9. X) = fm (_Hp@i | m) . 2.75)
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The distribution p(f | X) is a n-dimensional normal distribution with zero mean
and covariance matrix K = (K (@, x;)), ;. The noise model p(y; | f;) can take
various forms depending on the nature of the outputs y;, which leads to the
distinction of Gaussian process regression and classification.

2.6.5 GP Regression

In the following, we show how to utilize the GP framework to solve regression
tasks, i.e. with real-valued outputs y € R. A suitable and common noise model
for regression tasks is additive zero-mean Gaussian noise. Error terms ¢ for each
input x are assumed to be independent and identically distributed according to
e ~ N(0,0?), which leads to:

py | f(®) =N(y| f(x),02) . (2.76)

The assumption of identically distributed noise is often referred to as homoge-
neous noise, whereas noise terms depending on inputs are called heteroscedastic.
Due to the Gaussian noise assumption, we can derive a closed form inference
equation for Gaussian processes. This important property results from the obser-
vation that outputs y are the sum of two Gaussian random variables f(x) and €
and are therefore also Gaussian themselves. For this reason, the joint distribution
of the output y, of a new example x, and training outputs y can be given as
follows:

Pyl =8 (| 2 ] 0. (@0 X) (@ 30) 402 1)

v (5 e[ e )

with zero mean vector and covariance matrix computed by the kernel function
K and an additional noise term. Using the derivations in Section A.4, we see
that the posterior of y, conditioned on y is also Gaussian, i.e. ¥, ~ N (p1x, 02)
with mean value:

pe=kT (K402 1) 'y=kTa | 2.77)

and coefficients o = (K +o2- I) ! y. The mean value pu, is also the mode
of the posterior and thus used as the predicted value for a given input vector
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x.. We refer to it as the predictive mean or regression function. An important
benefit of the GP framework, due to its utilization of exact Bayesian inference
(Section 2.2.2), is the availability of the predictive variance, which is often used
as a confidence or uncertainty estimate®:

02 = K(wa,w.) =k (K+02-1) ko +02 . (2.78)

Calculating the predictive mean involves computing the coefficients cv in
advance, e.g. by using the Cholesky factorization of the regularized kernel matrix
requiring O(n?) operations, and computing the scalar product k:fa for each test
input . in linear time. The posterior variance needs O(n?) for each new input
using the pre-computed Cholesky factor.

Figure 2.6 shows an example of GP regression applied to a one-dimensional
toy example utilizing the Gaussian kernel and three different values of the
hyperparameter ~y. First of all, let us have a look at the predictive mean function,
which is displayed as a red graph in all of the plots. In the top plot, we can
see the effect of the noise model. The regression function does not have to
include all given training points, because we assumed that they are corrupted
by additive noise € ~ A(0,02). The shape of the function strongly depends
on the used hyperparameter + and directly reflects our analysis of the expected
quadratic gradient of functions sampled from the GP prior (Section 2.6.1). With
an increasing value of « the GP prior allows a higher flexibility of the predictive
mean function. The shaded area in the plots corresponds to the confidence area
[~30., 30,] calculated using the posterior variance 2. A high variance of the
posterior at a point x.. is observed when . is distant from the training points, e.g.
in the border areas of the plot. Due to the positive definiteness of (K +o2. I)
and the uniformity property K (x,x) = 1 of the Gaussian kernel, 1 + o2 is an
upper bound of the posterior variance and also the limit value as the minimum
distance to the training points approaches infinity.

2.6.6 GP Classification

We have seen that GP regression with a Gaussian noise model leads to closed-
form solutions of the underlying marginalization in Eq. (2.73) and Eq. (2.74).
For binary classification tasks with y = {—1, 1}, GP regression can be directly

4From an information theoretical perspective, the uncertainty is the entropy of the distribution. For
Gaussian distributions with variance o2, the differential entropy is exactly % log(2wea?) showing
the strong relationship between the uncertainty and the variance.
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Figure 2.6: Examples of Gaussian process regression with the Gaussian kernel (2.41)
and a varying kernel hyperparameter . The red graph displays the predictive mean
function (2.77) and the shaded area highlights the interval derived from three times the
posterior standard deviation. The standard deviation of the noise was set to 0.01.
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applied as a classification technique and the predictive mean or the density
value p(y. = 1]z, y,X) serves as a smooth classification score, which is
thresholded to do a final classification decision. This approach is called la-
bel regression (Nickisch and Rasmussen, 2008) and involves only a few basic
algebraic operations. However, a Gaussian noise model seems not to be appro-
priate, because it completely neglects the discrete nature of y and treats it as a
continuous random variable. In contrast, the noise model should obey:

VFeER : ply=1|f)+ply=-1|f)=1. (2.79)

One possibility is to use the probit model that is justified by a classification
decision made by thresholding the latent function value, i.e. y L sign (f + ¢€)
with € ~ N(0,02). The resulting discrete distribution of y is expressed using
the cumulative Gaussian function @, which is related to the error function erf(z):

p(f+e=0) ify=1

p(f+e<0) ify=—1 (2.80)

MMﬁ{

y-f
. / N(z]0,02) dz 2.81)

1 y-f B y-f
2<erf(\/§.gc)+1)@<ac> L8

In most cases the scaling factor o, of the noise model is set to one, because it
can be substituted by additional multiplicative scaling of the kernel function. An
alternative is to utilize the sigmoid function often referred to as the logistic noise
model (Rasmussen and Williams, 2005):

Pl N Gigly- ) +1) 283

The logistic model is widely used for neural networks (Bishop, 2006, Section 5).

The disadvantage of both classification models is that the conditional dis-
tribution p(f |y, X) (Eq. (2.75)) of latent function values f is not Gaussian
anymore and the marginalization (2.74) becomes intractable to compute. This
problem is a typical one for exact Bayesian marginalization and was already
discussed in Section 2.2.2. In the following sections, we briefly review Laplace
approximation as an important approximate inference technique that is used to
solve the involved marginalizations for non-Gaussian noise models. Another
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important method for approximate inference is expectation propagation (Minka,
2001) and we refer the reader to (Rasmussen and Williams, 2005, Section 3.6)
for a description of its application to GP classification.

2.6.7 Laplace Approximation

We focus on handling the marginalization of the multivariate random variable f.
The one-dimensional integration needed to marginalize f. (Eq. (2.73)) can be
done with simple Monte Carlo techniques and even has a closed-form solution
in the case of the probit model (Rasmussen and Williams, 2005, Section 3.4.2).

If the conditional distribution p(f |y, X) is Gaussian, marginalizing f in
Eq. (2.74) can be done in a computationally efficient manner. The main idea
of the method of Laplace is to approximate a non-Gaussian distribution with

a Gaussian distribution ¢(f |y, X). If ¢ is Gaussian, log ¢ is a second order
def

function. Therefore, to find ¢, we can use the Taylor approximation of L(f) =
logp(f | y,X). Let f be the mode of the exact conditional distribution, i.e.
the maximum a posteriori estimate, which can be found by a small number of
Newton iterations (Rasmussen and Williams, 2005). The Taylor approximation

of L around f is as follows and can be simplified due to the zero gradient at f:

L) = 1h) + [vey ()] (7 7)

%(f f) [{VQL} (f)} (f—f)+... (2.84)
:L(f)+§(f—f)T[{v2L} (f)} (f—f)+... (285

which leads to the following approximation of the conditional distribution:
a(f|y.X) =N (f|f,— {v°L) (fﬂl) . @86

The positive definiteness of the covariance matrix is guaranteed because of f
being a local maximum. Let us derive the exact formula of the Hesse matrix
using the definition of L and Bayes’ law:

L(f) =logp(y | f) + logp(f | X) — logp(y | X) (2.87)
{V°L} (f) {Vilogp(y| f)} (f) - K (2.88)
-W-K, (2.89)
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with W being the n x n diagonal matrix containing the second derivatives of
the negative logarithm of the noise model:

2

Vi<i<n : Wii——{d‘iflogpmf)}(ﬂ). (2.90)

The matrix is diagonal due to the assumption that labels are conditionally in-
dependent given the corresponding function value. For inference, we need to
derive the posterior distribution of the latent function value f,, but first of all let
us summarize our knowledge about the parts of the integrand in Eq. (2.74):

p(fe @ ) =N (£ RIKTF, K(@a,) KK 'R.) L 291)

pflyX) ~af |y X) =N (FIL (WK ) o @9

We are now ready to apply Lemma A.7, which gives us the approximated
predictive mean of f,:

E(fi|a.y,X) =k K'f (2.93)
and the corresponding posterior variance:
0% (fu]") = K(ws, ) —KTK 'k, + KTK Y (W +K 1) K 'k,
= K(@.,o.) — k! (K=K (W+K ) 'K k.
LemmaAd) = K (2, z,) — kT (K + Wfl)_1 k. . (2.94)

For implementation details, especially to improve the numerical stability, we
refer to Rasmussen and Williams (2005, Section 3.4.3).

2.6.8 Relationship to Other Methods

In the following, we briefly review similarities and differences between clas-
sification with GP prior models and other methods. The presented results are
important for the later presentation in Section 3.4.6 of connections between
different transfer learning methods.
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2.6.8.1 Relationship to SVM Classification

Classification with GP models is strongly connected to the kernel version of
SVM presented in Section 2.5. To see the exact similarities, we first rewrite
the SVM optimization problem (2.54) in its kernel version using Eq. (2.60) and
follow Rasmussen and Williams (2005, p. 144) by assuming that the bias b was
incorporated in the kernel function:

S T
mglgﬂgze ZH )+ o' Ka . (2.95)

The GP framework is formulated in terms of the latent function f, which can
also be done for the SVM optimization problem (2.95) using Ko = f derived
from Eq. (2.64):

Tyr—1
mlnglgnlze CZH )+ - f K f. (2.96)

We additionally used the fact that A = (2C')~!. A similar optimization prob-
lem arises in the GP framework when maximizing p(f |y, X), i.e. minimizing

—logp(f|y,X), with respect to f:

. = 1 _
minimize = logp(ui| i)+ SFTKF (2.97)
=1

Thus, the underlying objective functions are very similar and differ in the error
terms depending on the product z = y; f;. SVM utilizes the hinge loss H(z)
without having a directly corresponding probabilistic model. GP regression
combined with a Gaussian noise model uses the quadratic loss function Q(z) =
(1 — 2)? with z = y; f;. GP classification relies on Lge(2) = — logsig(z) or
Lg(z) = —log &(z). Figure 2.7 plots all of the mentioned loss functions and
compares them to the misclassification error, which is also plotted in black color.
We see that all loss functions bound the misclassification error from above with
a continuous and smooth function.

If we use GP regression with Gaussian noise p(y; | fi) = N (v; | fi, 02), we
can directly rewrite (2.97) as:

1 1
minimize 575 lly - FIF+ SFTKf (2.98)
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Figure 2.7: Visualization of different loss functions: hinge loss used by SVM, quadratic
loss used by GP regression, Lg and Lgg utilized for GP classification. These loss
functions are compared to the misclassification error function shown in black color. This
figure is best viewed in color.

By comparing Eq. (2.98) and Eq. (2.96), it is apparent that C~! and o2 seem
to have a similar effect on the objective function. Increasing the noise standard
deviation o2 gives more weight on the regularization term, thus, favors low
complexity functions. This connection between C~! and o2 can be made more

precise by applying Theorem A.2 using o = (K + 02 - T) ~' 4 and the fact that
the spectral matrix norm® is induced by the Euclidean norm:

oz (f(2)) < llal] - vV Amax(K) - Cic (2.99)
=H<K+os-1>‘ || VA () - G 2.100)

< H(K+0§~I)_1H2lly||\/K(K)~cK (2.101)

< Amax ((K—i—a? ~I)71) \/ﬁ m'CK (2.102)
Vs (K) V- (ko (2.103)

/\mm (K) + 0 2

5The spectral norm is defined as ||A ||, = v/Amax (AT A) which reduces for positive definite
matrices to Amax (A).
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Thus, similar to the weighting factor C, the resulting standard deviation of the
underlying function f can be controlled by o2.

2.6.8.2 Equivalence of Least-Squares SVM and GP Regression

Another variant of SVM is least-squares SVM (LS-SVM) (Suykens et al., 2002),
which solves the following optimization problem to estimate the parameters of
the linear classifier f(x) = (w, ¢(x)),, + b:

L 1 2
minimize
wERP beR £ER™ [l + Zg (2.104)

subject to Vi=1...n:y = (w,¢(xi))y +0) +& .

Note that this optimization problem is very similar to the soft margin optimization
problem (2.52) of the SVM algorithm and differs in the quadratic use of the slack
variables and modified constraints. The additional multiplication of the penalty
parameter C' with % is simply due to mathematical convenience. In the following,
we assume that the bias b is incorporated into the feature transformation ¢ and
the kernel function K, i.e. we set b = 0. This is the same assumption as used
in Section 2.6.8.1 and allows us to clarify the relationship. Incorporating the
equality constraints leads to the following modified objective function:

1 C <
L(w) = S |[wll* + 5 > (0 = (w, ¢(x:))3)" - (2.105)
i=1
The representer theorem shows that if we use the kernel trick and the above
objective function, we can rewrite the hyperplane decision function with respect
to the coefficients a € R":
n n
Flai) = (W, d(@)) g = Y (ad(@;), (@) 5 = Y o K (x5, 2:) = (Kav),
Jj=1 Jj=1
(2.106)

We now use the abbreviation f = (f(x;))?_; and the same arguments as used
in Section 2.6.8, which lead after some simple manipulations to the following
kernelized optimization problem

L C 1
minimize — - ||y — f||2 +-fTK=f . (2.107)
FERP 2 2
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By identifying C with (¢2) =1, we can directly see the equivalence to the MAP
formulation (2.98) of GP regression.

2.6.9 Multi-class Classification

So far, we presented GP classification with binary labels. However, some applica-
tions in this thesis require solving multi-class classification problems. Rasmussen
and Williams (2005) present an extension of the Laplace Approximation for
multi-class classification tasks with y € Y = {1, ..., M }. This method requires
MCMC techniques and is thus computationally demanding.

Therefore, we follow Kapoor et al. (2010) by utilizing the one-vs-all tech-
nique, which has already been introduced for SVM in Section 2.5.4. For each
class k € ) a binary GP classifier is trained that uses all examples of £ as posi-
tives and all remaining examples as a negative training set. Let y* € {—1,1}"
be the vector of binary labels corresponding to class k& € {1,..., M} derived
from the multi-class label vector y by y* = 1 if y; = k and zero otherwise. For
GP regression, the final predicted category is the one that achieves the highest
predictive mean given by the corresponding binary problem:

Y™ = argmax p® = argmax kT (K+ o2 I)_1 y* . (2.108)
k=1..M k=1...M

An important computational benefit is that binary classifiers are trained with
different binary labels y but with the same set of input examples. For this
reason, if we use the same hyperparameters for each classifier, the computed
kernel matrix and its Cholesky factor can be utilized for every binary classifier.
The Cholesky decomposition has to be done only once requiring the main
computational effort of O(n?) operations and the time needed for training a
multi-class classifier is not dominated by the number of classes M.

2.6.9.1 Probability Calibration

In some applications, suitable probabilities for each class are important, because
they can be easily used for further processing. The one-vs.-all approach only
offers a hard classification decision as given in Eq. (2.108). To derive probability
estimates for each class, we could squash the predictive means into some softmax
function (Milgram et al., 2005). However, this strategy completely ignores the
uncertainty of the estimate and hides the fact that the one-vs.-all decision is also
probabilistic in its nature.
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We propose to take the whole posterior distribution A'(u*,2) of each
random variable y* into account. Thereby, the probability of class k achieving

the maximum score can be expressed by:
multi k' k
=k) = = . 2.10
p (vl )=p <k/I_nlE.l.>.( Ye y> (2.109)

Unfortunately, it seems not to be possible to derive a closed-form solution of
the probability on the right hand side of Eq. (2.109) for a multi-class scenario
with M > 2. Therefore, we use a simple Monte Carlo technique and sample Z
times, e.g. Z = 200, from all M Gaussian distributions N (,u’j, af) and estimate
the probability of each class k by p(y™ = k) ~ Zt with Z, denoting the
number of times the draw from 3* was the maximum value. A large variance
02, i.e. a high uncertainty of the estimate, leads to a nearly uniform distribution
p(y™ = k), whereas a zero variance results in a distribution which is equal to
one for the class corresponding to the highest predictive mean.

2.6.10 Hyperparameter Estimation

As we have seen in Section 2.6.1 and especially in Figures 2.5 and 2.6, the
hyperparameters 7, such as the length-scale parameter vy of the Gaussian kernel,
have a huge impact on the resulting regression function. For SVM approaches,
we explained the cross-validation technique to tune hyperparameters. However,
the greedy search in the parameter space is impractical especially for a high
number of parameters. Due to the well-defined probabilistic framework, hyper-
parameter optimization for GP regression or classification is straightforward
using maximum likelihood and maximum a posteriori estimation as explained in
Section 2.2.1. The model parameters 6 that have to be found are the hyperparam-
eters 1 of the kernel function, i.e. @ = m). In the following, we restrict ourselves
to GP regression. Hyperparameter estimation for Laplace approximation is quite
similar and is described in detail in Rasmussen and Williams (2005, Section 5.5).
The maximum likelihood approach to estimate 77 is as follows:

~ ML

7 = argmax p(y|X,n) (2.110)
n
= argmin —logp(y|X,n) (2.111)
n
.1 = 1 p e
— argmin - log det (K,,) 59 Ky 2.112)
n
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where we used the fact that y ~ N (0, Kn) with K, = K,,+02-T and skipped
additive constants. The additional subscript of the kernel matrix emphasizes its
dependence on the hyperparameters.

The optimization problem (2.112) can be solved by gradient-based nonlinear
optimization techniques, which require the exact gradient of the objective. Cal-
culating the gradient components is done by applying several multi-dimensional
derivation rules which can be found in Petersen and Pedersen (2008):

9 (—logp(y|X,n)) = 1tmce K‘lif{n
O

2 " Oy
— lny{*1 9 K, K 'y (2.113)
2 n oy, K K ’

Il
I
-+
=
14
a
¢}
VR
N
3

K-!— aaT) af(,,) . (2.114)

We used the coefficients o« = R; Ly. The derivative of the marginal likelihood
is reduced to the derivative of the kernel matrix with respect to a single hyper-
parameter 7. For example, in case of the Gaussian kernel (Eq. (2.41)) and the
hyperparameter = ~, we have:

0 ~
(awK”l,j

which can be computed without additional computational cost by storing the
pairwise distances already needed to compute the kernel matrix.

2
— [l —a;||” K

= i —alPexp (—ylli —wyl*) . @115)

Hyperparameter Optimization for Multi-class Classification Hyperparam-
eter optimization for the one-vs-all approach (Section 2.6.9) can be done by joint
optimization of hyperparameters for all involved binary problems (Lawrence
et al., 2004). Let yk be the vector of all binary labels derived for the task of
discriminating between the class y = k and all remaining classes. If we assume
that all binary tasks share the same hyperparameters but are otherwise indepen-
dent, the objective function of the hyperparameter optimization is simply the
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sum of all binary negative logarithmic likelihoods as given in Eq. (2.112):

™M = argmax p(yt, ..., yM X, n) (2.116)
n
M
= argmin — » logp(y" | X,n) (2.117)
n k=1
M
M 1
= argmin — logdet ( ) + = yk (2.118)
n 2 2 k:l

M ~
= argmin 5 log det (Kn> +

n
trace( 1Zy ) (2.119)

An equivalent idea can be applied to Laplace approximation and is demonstrated
in Rodner et al. (2010) and further analyzed in Section 5.8.

Implementation Details As optimization techniques, we utilize the conjugate
gradients methods used in the MATLAB source code accompanying the textbook
of Rasmussen and Williams (2005) or the trust-region optimizer presented in
Bajramovic (2004). In our experiments, we observed that both minimizers have
a similar performance.

The noise variance is sometimes also considered as a hyperparameter which
is optimized with the above method. However, in our implementation we
choose the noise variance o2 adaptively. We iteratively increase the value of
o. € {0,1078,1077,1075, ...} until the Cholesky decomposition of the kernel
matrix can be calculated ensuring its positive definiteness and well-conditioning.
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Chapter 3

Learning with Few Examples

The main theoretical part of this work is presented in the following chapter.
After defining transfer learning in mathematical terms, we show how to extend
random decision forests to a transfer technique in two different ways (Section 3.2
and Section 3.3). The suitability of a novel Bayesian model utilizing Gaussian
process (GP) priors for knowledge transfer, especially within heterogeneous
environments, is demonstrated in Section 3.4. The last section concentrates on
one-class classification with GP priors (Section 3.5).

3.1 Problem Formulation of Transfer Learning

In contrast to traditional machine learning, transfer learning methods exploit
learning data from auxiliary tasks or categories. Most of the work on transfer
learning and also a large part of this thesis concentrates on transfer learning of
binary classification tasks. In addition to the training dataset D7 of the target
task, we have complete access to training sets D5 , ..., DS of J support tasks.
For example, let us consider the task of learning a new animal category and
building a classifier that decides whether an animal of the new type is present
in an image. Training data D™ would consist of positive and negative examples,
i.e. images displaying the animal category and images corresponding to some
background category. A learning set D of a support task 4 comprises positive
and negative examples of a related or visually similar animal category.

71
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Let us give a more formal definition of the described transfer learning sce-
nario:

Definition 3.1 (Inductive Transfer Learning) Let D7 € (X x V)" be given
as a training set of a target task 7. Furthermore, a collection of training sets
D = (D‘f, e ,D?) is given corresponding to J other tasks, referred to as
support tasks. The goal of a transfer learner or transfer learning algorithm is
to infer the unknown relationship between inputs * € X and outputs y € Y of
the target task using all information available in D™ and ©°. In probabilistic
terms, this goal can be stated as estimating the posterior p(y, | x., D™, D) of
the output y,. of a new example x, corresponding to the target task T.

In contrast to multitask learning, we only want to learn the target task and not
all tasks in combination. In general, the input spaces and the output spaces of
the target task and the support tasks could differ. However, the main part of this
thesis focuses on binary classification tasks with J € {—1,1} and equivalent
input spaces, i.e. the same set of features is used. We refer to this standard
scenario as binary transfer learning. A trivial transfer learning strategy is to use
all training examples of the support tasks and use them directly as additional
examples of the target task. Whereas this strategy works well if the tasks are
nearly identical, it fails if the relationship between the tasks is more complex
and only partial.

We can formalize inductive transfer learning by gathering all information that
can be transferred from support tasks to the target task into a random variable
0 € O, i.e. the variable 0 represents the information used to train the target task
in addition to the target training examples D7. We refer to it as the transfer
information. Using such a model, we directly arrive at

(x| m*7DT,©3) = / P(ys |, D7, 0) - p(0 | DT,QS) do . 3.1
e

The posterior p(y. | ., D7, 0) is a probabilistic model provided by the classifi-
cation techniques presented in Chapter 2. The only difference is the additional
use of the transfer information @, which can be considered as an additional model
parameter. The prior p(@ | D™, D) of the transfer information depends on all
training data provided.

Whereas the model presented here in a general manner is directly used
by our GP transfer learning approach presented in Section 3.4, our random
decision forest approaches described in Section 3.2 and Section 3.3, which are
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referred to as regularized tree and feature relevance method, use different kinds
of additional model assumptions. Both approaches assume that the transfer
information is only obtained from support tasks rather than in combination with
the information in the target training set. The feature relevance approach and
the binary classification version of the regularized tree method also rely on one
single support task selected manually in advance or chosen according to some
task similarities like those proposed in Section 3.4.4.

Besides transfer learning between several binary classification tasks, the
regularized tree method has the advantage of being able to tackle problems in
a transfer learning domain involving multi-class classification problems. In a
multi-class transfer learning' setting, we consider one multi-class classification
task, such as discriminating between different animal images. Learning such a
task is of course difficult if there is one single class 7 with only a small number
of training images. The aim of multi-class transfer learning is to exploit class
similarities or relationships given in advance to the learner, such as knowing that
a specific animal class is visually similar to another one. We restrict ourselves
to a scenario in which only one target class and several related support classes
are specified. This corresponds to online learning on a category level, i.e. new
classes are learned sequentially by exploiting similarities to previous already
known classes.

Definition 3.2 (Multi-class Transfer Learning) LetD € (X x {1,...,M})"
be a training set of a multi-class classification task with M classes. Furthermore,
letT € {1,..., M} be a single class which is related to a set S C {1,..., M}
of J related classes. We refer to T as the target class and to S as the set of
support classes. The goal of a multi-class transfer learner or multi-class transfer
learning algorithm is fo solve a multi-class classification task by exploiting the
relationships given between classes, e.g. visual similarity. We define D* C D
to be the set of all training examples of class k and use ©° as a notation of the
training data belonging to all support classes in S.

In contrast to the definition of inductive transfer learning, we are using the term
“class” instead of “task” to emphasize that we are working in one single multi-
class classification task. The difficulty of this setting is that the learner despite
transferring knowledge from related classes also has to discriminate between the
target and support classes.

!'Unfortunately, there seems to be no established term to express this special scenario of transfer
learning.
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The trivial method of using all available training examples of the support
classes as training examples of the target class is not available in this scenario.
Due to this reason, there is a trade-off between transferring all information
leading to non-separable classes and not transferring any information leading to
a poor performance due to the lack of training data.

A hierarchical classification algorithm using a hierarchy given as prior in-
formation to the learner can be seen as solving a related problem, because it
also exploits class similarities indirectly given by the grouping (Zweig and
Weinshall, 2007). Another example of multi-class transfer learning is the con-
gealing approach of Miller et al. (2000), which has been already discussed in
Section 1.3.1.

3.2 Transfer with Regularized Decision Trees

In the following, we present our approach to multi-class transfer learning, which
was published in Rodner and Denzler (2008) and Rodner and Denzler (2011). We
are dealing with a multi-class classification task that contains a target class 7 with
few training examples and the goal is to improve the recognition performance by
using prior similarities between the categories.

Our approach is based on random decision forests (RDF) as presented in
Section 2.3. With few training examples a decision tree classifier gives poor
results, because the posterior distribution of the target class is modeled by a
discrete histogram that determines the posterior probability (Section 2.3.1.1). If
we only have a small amount of training data, the histograms are likely to be
very sparse, i.e. zero probability is assigned to nearly all parts of the input space.
We propose to re-estimate all probabilities using prior information obtained from
all support classes.

The method focuses on multi-class transfer learning, although it can be easily
applied in the standard inductive transfer learning domain as will be presented in
Section 3.2.6. The algorithm can be applied to each tree of the forest individually,
therefore, the details of our method are explained using a single decision tree.
Additionally, it does not depend on the method used to build the trees, however,
we stick to the randomized learning procedure given in Section 2.3.2. We transfer
two different types of information: a discriminative tree structure and a prior
distribution of leaf probabilities. Figure 3.1 summarizes the main steps of our
approach.
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Figure 3.1: Outline of the regularized tree approach presented in Section 3.2: We build
a random decision forest (RDF) using all training data, in which leaf probabilities of a
target class are re-estimated using a prior distribution obtained from a set of support tasks.
Shaded nodes in the decision tree are leaves with non-zero posterior probability of the
target class.

3.2.1 Transferring the Decision Tree Structure

The selection of discriminative features using few examples is a highly ill-posed
problem, especially in high-dimensional spaces. Therefore, we construct a
discriminative tree structure using the available training data of all M classes.
Another option is to use all training examples except of the target class 7, which
allows using the transfer approach in a class-level online learning scenario. A
fixed tree structure determines a decomposition of the input space into several
cells. Thus, we transfer the information which parts of the input space are likely
to have uniform properties concerning the object categories.

The concept of reusing decision trees is also utilized in Hoiem et al. (2007)
and Lepetit et al. (2005) to recycle features and to reduce computation time.
Additionally, the assumption of shared discriminative features (or weak learners)
is similar to the use of shared features in the work of Torralba et al. (2007).

3.2.2 Transfer of Leaf Probabilities

Although decision tree approaches belong to discriminative classification tech-
niques, they are closely related to individual density estimation. The tree struc-
ture is a partitioning of the whole input space into several cells represented by
my leaf nodes 1J;. This concept corresponds to an approximation of the posterior
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distributions of the individual classes using a piecewise constant density or dis-
crete probability distribution. Let () be the leaf node reached by the path of
an example x. The probability of an example of class k reaching leaf node ¥J;
is given by p(¢J(x) = ¥; | y = k), which we refer to as leaf probabilities in the
following. Additionally, we use t**) € [0, 1]™* to collect all leaf probabilities
conditioned on class k.

Traditional decision tree algorithms use maximum likelihood (ML) estimates
of a multinomial distribution to estimate the probability of each cell induced by
192‘1

0 _ {(@h) e D" [9(@) =03} | a2

' |D*| ' '
Note that the numerator represents the number of examples of class k reaching
a node ¥; during the training step. It should be noted that with a careful imple-
mentation of decision trees, which store those unnormalized values instead of
the posterior probability, a complex recursive computation of leaf probabilities
as presented in Rodner and Denzler (2008) is not necessary.

It is obvious that with only a few training examples © € D7 of the target
class 7, the vector t(™) is sparse and is unable to provide a good approximation
of the underlying distribution. In the following, we use L ¢(7) to refer to this
crucial part of the model. The overall goal of our approach is to re-estimate 6
by using maximum a posteriori estimation (MAP estimation), which leads to a

. AMAP
smoother solution 6 :

9" = argmaxp(D7 |0) p(0] D) (33)
6o

where we use a prior on @ obtained from the training data ©° of all support
classes. Since the leaves of a decision tree induce a partitioning of the input
space in disjoint subsets

X0 ={xeXx¥(x) =10} , (3.4)
each instance of the parameter vector 0 is a discrete multinomial distribution

and fulfills ZZ 0; = 1. For this reason, any suitable distribution of discrete
distributions can be used to model the prior distribution p(8 | D).
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3.2.3 Constrained Gaussian Prior

We propose to use a constrained Gaussian distribution (CGD) which is a simple
family of parametric distributions and can serve as an alternative to a standard
Dirichlet distribution. For all vectors® 8 € RZ¢ with non-negative entries, the
density is defined as -

p(O]D%) x N(O|p,o®-T) - 5(1-%6,) . (3.5)
=1

The factor involving the discrete delta function & (-), with 8 (0) = 1 and Vz #
0: 8 (z) = 0, is essential to ensure that the support of the density function is
the simplex of all feasible discrete distributions. The use of oI as a covariance
matrix is an additional assumption that will be useful in deriving an efficient
MAP estimation algorithm (Section 3.2.4).

This simple model allows us to estimate hyperparameters p and o2 in the
usual way. Due to the reason that the simplex is a convex set, the mean vector
can be estimated analogously to a non-constrained Gaussian. In our application
of this principle to decision trees, p is estimated using the leaf probabilities of
all J support classes:

1 .
p= Zt(” ) (3.6)
jES

Our choice to model the unknown distribution by a Gaussian parametric fam-
ily is mostly due to practical computational considerations rather than theoretical
results. One could argue that using a symmetric Dirichlet prior, which is the
proper conjugate prior of a multinomial, leads to the same set of parameters as a
CGD. In our application of regularized trees, we expect a symmetric Dirichlet
prior to yield similar results. Our motivation to use a CGD is the scientifically
interesting fact that even without a conjugate prior, one can derive a simple
inference method using an easy to solve one-dimensional optimization prob-
lem. An investigation and analysis of other parametric distributions and more
sophisticated priors could be an interesting topic for future research.

2 Although we define the prior in a general manner, the connection to our application to decision
trees is highlighted by using a m,-dimensional vector with m, denoting the number of leaf nodes in
a decision tree.
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3.2.4 MAP Estimation with a Constrained Gaussian Prior

MAP estimation using complex parametric distributions often requires nonlinear
optimization techniques. In contrast to these approaches, we briefly show that
by using our constrained Gaussian as a prior of a multinomial distribution, it is
possible to derive a closed-form solution of the global optimum depending on a
single Lagrange multiplier.

We start by writing the objective function of the MAP estimation as a La-
grange function of our simplex constraint and the posterior:

L(6,)) =log (p(D" | 0) p(8|D%)) + A (i 0; — 1) :

i=1

The likelihood has a simple multinomial form and depends on a discrete his-
togram c = (cl);';‘l representing the number of samples of each component:

p(D710) o< [ (0)° 3.7)
i=1

In our application to leaf probabilities of decision trees, the absolute number of
examples of class 7 reaching a node is used. With the CGD prior in Eq. (3.5) we
obtain the overall objective function

mye

1
Z (cz- log(6;) — E(Qi — i)+ )\92‘) -

i=1

This objective function is convex and therefore has a unique solution. Setting
the gradient (%) (6, ) to zero leads to m, independent equations

0= — =52 (6 — ) + A . (3.8)

Note that we get a non-informative prior for 0> — 0o, which reduces MAP to
ML estimation. With positive discrete probabilities (#; > 0), it is possible to
obtain a simple quadratic equation in 6;:

0= (6:)°+0; (—ps — Ao?) — o¢; . (3.9)
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Figure 3.2: Comparison of the convergence of the Newton method and a simple fixed
point iteration for MAP estimation using a constrained Gaussian prior as presented in
Section 3.2.4.

A stationary point with §; = 0 is only possible with ¢; = 0 or o2 — 0, which is
also reflected by the above equation. Therefore, the optimization problem has
only a single non-negative solution depending on A:

i+ Ao i+ A%’
ei—WJr\/(W) + o2 . (3.10)

2 2

This solution depends on the Lagrange multiplier, for which an optimal value
can be found using a simple fixed point iteration derived from the constraints:

. 1 2L+ A2\
AGHD = = (19 BT = 2¢, | . @l
o2 ; 5 +o2¢ (3.11)

As an initial value, it is possible to use the optimal Lagrange multiplier derived

for the case of no prior knowledge and maximum likelihood estimation. Fig-
ure 3.2 shows the convergence of our technique compared to that of a Newton
iteration, which converges much slower than our simple recursion formula given
in Eq. (3.11).

3.2.5 Building the Final Tree for
Multi-class Transfer Learning

In contrast to previous work, which often concentrate on the binary case (e.g.
Fei-Fei et al., 2006), regularized trees are suitable for multi-class classification



80  Chapter 3. Learning with Few Examples

problems. Given the leaf probabilities ¢*) and prior probabilities p(y = k)
for each class k € {1,..., M}, we can easily calculate the needed posterior
probabilities for each class by utilizing Bayes’ law:

k(@) =) = PO@ =iy =k) ply=F)
v e = p_ (p(®) =iy =FK)-ply=FK))
- " - ply = k)

S (1 ply = 1)

(3.12)

(3.13)

All machine learning approaches using the multi-class transfer learning para-
digm have to cope with a common issue: transferring knowledge from support
classes can lead to confusion with the target class. For example, using prior
information from camel images to support the class dromedary enables us to
transfer shared features like fur color or head appearance. However, we have
to use additional features (e.g. shape information) to discriminate between both
categories.

To solve this problem, we propose to build additional discriminative levels
of the decision tree after MAP estimation of leaf distributions. Starting from
a leaf node ¢ with non-zero posterior probability p(y = k|9(x) = 9;), the
tree is further extended by the randomized training procedure described in
Section 2.3.2. The training data consists of all examples of the target class and
examples of all support classes that reached leaf ;. All of the training examples
are additionally weighted by the posterior probabilities of the corresponding
classes. This technique allows us to find new discriminative features especially
between the target class and the support classes.

3.2.6 Building the Final Tree for Binary Transfer Learning

Transfer learning for binary classification relies on a set of support tasks that
try to separate a class k£ and a background class B. Regularized trees can be
applied straight-forwardly to this setting, if a single support classification tasks
is given and the same background class is used in all tasks. Thus, we have two
binary classification tasks, a target task that discriminates between 7 and 5 and a
support task discriminating between s and B. After building a random decision
forest using training data of the support task, i.e. all examples of s and B, we
can apply the re-estimation method as explained in Section 3.2.4 using the mean
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vector . = t*). Finally, the class probabilities of 7 are substituted for s, and
the decision tree now tries to separate between s and 5.

3.2.7 Related Work

Our work on regularized decision trees is related to the approach of Lee and
Giraud-Carrier (2007). The key idea of their method is the re-usability of a
decision tree structure from a related binary classification task. In contrast, we
introduce a technique that also reuses estimated class probabilities in leaf nodes
and performs a re-estimation based on maximum a posteriori. In general, the
concept of shared priors is used in other transfer learning approaches, such as
the extension of generalized linear models by Lee et al. (2007).

Another perspective of our multi-class transfer learning method offers the
following formulation of decision trees: Let w(*) € [0, 1]™* be the vector of leaf
posterior probabilities of the class k as defined in Eq. (3.12). Furthermore, we
make use of the function ¢ : X — {0, 1}™¢ which returns a binary vector and
indicates the leaf reached by the path of an example « € X, i.e. ¢;(x) = 1 if
and only if 9(x) = ¥;. The resulting posterior of the label y. of a new example
., can now be written as:

Py« = k|z,, D) = sz(k) ~¢i(w) = (w(’“))Té(w) : (3.14)
i=1

Hence, a decision tree classifier transforms each input and subsequently applies
a linear classifier in a similar fashion as indirectly done by a kernel machine like
SVM (Section 2.5) or GP-related methods (Section 2.6). An important difference
is the use of a learned feature transformation ¢ inferred from the training data
instead of a predefined one.

In view of our method, we indirectly place a prior on hyperplane parameters
w(7) that depends on training data of support classes. This technique, also known
as joint regularization, is a common transfer learning strategy for multitask
scenarios and for example used by Amit et al. (2007) or Argyriou et al. (2006).
More information about these approaches can be found in Section 1.3.1. Using a
tree-based feature transformation is also proposed by Nowak and Jurie (2007)
for object identification and comparing. Transferring the tree structure and using
the decision tree learned by all classes is translated to estimating and transferring
the transformation ¢, which is also the main idea of Quattoni et al. (2007) and
Tang et al. (2010). Adding additional discriminative levels to a decision tree is
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also proposed by Belle et al. (2008) to sequentially learn the face appearance of
new people in a face identification task.

3.3 Transfer of Feature Relevance

The following section is partly based on our publication in Rodner and Denzler
(2009a) and presents an approach to transfer learning of binary classification
tasks by transferring feature relevance.

One problem of learning with few examples is the inability of traditional
machine learning algorithms to determine relevant features from a large pool of
generic features. Therefore, transferring the relevance of features from support
tasks can be very helpful to increase the generalization performance. Feature
relevance can be roughly defined as the usefulness of a feature value to predict the
class of an object instance and it is mostly defined in terms of mutual information
(Guyon et al., 2006). To give an illustrative example of our transfer idea, consider
again the recognition of a new animal class. With the aid of prior knowledge
from related animal classes, such as the knowledge about the importance of
typical body parts like hooves, legs, and head, learning is much easier.

We concentrate on knowledge transfer between two binary classification
tasks. A support task with a relatively large number of training examples and a
target task with few training examples is given. We assume that support task and
target task share a common set of relevant features. For this reason, probabilities
of feature relevance for a support task are estimated in a preliminary step. This
estimation is able to use a large number of training examples and thus yields
more accurate results than an estimation using just few training examples of the
target task. The estimated distribution of feature relevance can then be utilized
in the construction process of a random decision forest (Section 2.3). In contrast
to the regularized tree method presented in the previous section, which uses
a uniform feature distribution, the prior information increases the probability
of a relevant feature to be selected for the target task. Figure 3.3 provides an
overview of this idea.

The remainder of this section is structured as follows: After defining feature
relevance in Section 3.3.1, we present our transfer learning idea (Section 3.3.2)
and explain its incorporation into randomized classifier ensembles (Section 3.3.3).
How to estimate the probability of feature relevance with random decision forests
is described in Section 3.3.5.
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Figure 3.3: Illustration of the general principle of our approach: Feature relevance
is estimated from a support task and used to regularize the feature selection in the
training process (random decision forest) of a target task with few training examples.
The probabilities and BoV feature visualizations are directly obtained from our image
categorization task (Section 5.2).

3.3.1 Feature Relevance

Whereas the previous part of this thesis used the term feature to refer to a
single component in multi-dimensional input vectors x € X C RP, in the
following, we use a more general definition of a feature as a function g : X — R.
Additionally, we denote the (ordered) set of all available features as F and F ()
is short for the vector containing all feature values of x, i.e. all functions in
F are evaluated and the results are stored in a vector. The set of features is
application-specific and has to be defined in advance. If we define F to be the
set of all projections of a D-dimensional vector, we easily see that our current
definition is a generalization of the our previous usage of the term feature.

Although we might have an intuitive understanding of the term relevant
feature, its mathematical definition is tricky. A common definition of a relevant
feature g € F is given by the following property (John et al., 1994, Definition
2): (=’ k) € X x {—1,1}

plg(e) = g(x'),y = k) # plg(x) = g(x") ply=k) , (3.15)

where we explicitly differentiate between the random variables x, y and their
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instances =’ and k. However, as pointed out by John et al. (1994), this definition
is unable to capture dependencies between features. Consider a simple example
with X = {0, 1}?, F being the set of projections and y = (x1 xor x2). Given
only one of both features, we can not say anything about the label at all. There-
fore, the definition suggests that both features are not relevant. Due to this reason
we have to consider sets of relevant features as done by Guyon et al. (2006).

Definition 3.3 (Surely sufficient feature set) A set of features R C F is said
to be surely sufficient if and only if the following holds in general

p(y|R(=)) = ply | F(z)) . (3.16)

Thus, informally speaking R extracts all information about a label y available
in F.

A surely sufficient feature subset can contain redundant features, i.e. features
which can be removed without losing any information about the label. For
example, the set of all available features is always surely sufficient. Reducing
redundant features from the definition is done by defining minimal feature
subsets:

Definition 3.4 (Minimal sufficient or relevant feature set) A ser of features
‘R C F is called minimal sufficient or relevant if and only if R is surely sufficient
and there is no other surely sufficient feature set of smaller size.

Knowing a relevant feature set can be very beneficial for a learner. As already
elaborated in the introduction (Section 1.1), with a smaller set of features, a
classifier can be learned with a lower complexity leading to an expected lower
generalization error. In the next sections, we describe our method, which is able
to transfer information about a relevant feature set from a support task.

3.3.2 Feature Relevance for Knowledge Transfer

Let DS = {(x;, )}, be a set of training examples of a given support binary
classification task with y; € {—1,1} and inputs &; € X. Given few training
examples a learner tends to overfit and a classification decision is often based on
irrelevant or approximately irrelevant features (Guyon et al., 2006). The goal of
our approach is to reduce overfitting by incorporating a prior distribution 8 on
relevant features.
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Our approach to transfer learning relies on the assumption that support task
and target task share a set R C F of relevant features. We therefore transfer
the probability 6; of a feature g; to be relevant by using the training examples
DS of the support task. We additionally assume that the relevance of features is
independently distributed:

p(R|F,D%) = [] plg: € R|F,D°) . (3.17)
Ry il
gi€R 0,

While we delay the estimation of 8 to Section 3.3.5, the following section shows
that @ can be used as a prior distribution on the set of possible hypotheses or
models for the target task. This also highlights that our prior knowledge can be
easily integrated in the concept of randomized classifier ensembles and especially
in random decision forests (Section 2.3).

3.3.3 Incorporation into Randomized Classifier Ensembles

We now describe the random decision forest approach in a theoretical framework
related to Bayesian model averaging (Section 2.2.2). This allows us to motivate
the transfer of feature relevance as a Bayesian approach of defining a prior
distribution on models or hypotheses.

The final goal is to estimate the probability of the event y, = 1 that a
previously unseen object instance x belongs to class 1 conditioned on the set of
few training examples D" of the target task and the set of all possible features
F. As a classification model, we use an ensemble of base models h (in our case
single decision trees) in the following manner:

Py = 1@, D7, F) = / Py = 1| @) p(h| D7, F) dh . (3.18)

heH
The model A is often assumed to be deterministic for a given training and feature
set, but there are multiple ways to sample from those sets and thus generate
multiple models. One idea is the concept of bagging (Section 2.2.3) which
uses random subsets of the training data. As proposed by Breiman (2001) and
Geurts et al. (2006) another possibility is to use random subsets of all features
(Section 2.3.2). This approach can be regarded as Bayesian model averaging and
reflects our uncertainty about the set R of relevant features:

p(h| D", F)= > p(h|D",R) p(R| F) . (3.19)
RCF
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The distribution p(R | ) describes the probability that R is the set of relevant
features. Note that we use a simplified notation which hides the fact that we are
handling with binary random variables indicating the membership to R. A base
model h is deterministic given a training set and the set of relevant features:

p(h|DT,R) = [h — (D", R)|. (3.20)
Combining all equations yields the final classification model:

p(y. = 1|2, D7, F) = Y p(y. = 1|2, (D, R)) p(R|F) . (3:21)
RCF

This sum can not be computed efficiently for large input spaces, therefore, we
can approximate it by simple Monte Carlo estimation:

T
_ T 7l _ T t
Py« = 1|z, D7, F) = thzlp(y* = 1|z, h(D",R")) . (3.22)

Feature subsets R? are sampled from p(R | F). This distribution is often as-
sumed to be uniform and samples of only a fixed number of features |R| are
used (Geurts et al., 2006), which assumes that a prior estimate of |R| is given.
In contrast, we can apply the idea of our transfer learning technique that was de-
scribed at the beginning of Section 3.3.2. Instead of using a uniform distribution
p(R | F) we can use the probabilities 6; = p(g; € R | F,DS) obtained from
the support task. This prior information reduces the uncertainty of the learner
about an optimal set of relevant features.

3.3.4 Application to Random Decision Forests

The presented transfer learning framework can directly be applied to random
decision forests. As already presented in Section 2.3.2, building a tree is done
by iteratively splitting the training set with the most informative base classifier.
The selection of a classifier is done by choosing the base classifier with the
highest gain in information from a random fraction of features R,, and possible
thresholds.

Applying our transfer learning idea is straightforward by sampling the ran-
dom subset of features R, from the prior distribution p(R | F, D). Note that
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in contrast to our theoretical framework, the selection of a random subset of
features is performed in each node rather than a single time for the whole deci-
sion tree. This fact is also highlighted by the illustration in Figure 3.3. Relevant
features are sampled from the distribution € in each split node during the training
process.

3.3.5 Estimating Feature Relevance

As pointed out by Rogers and Gunn (2005), the use of ensembles of decision
trees allows providing robust estimates of feature relevance that also incorporate
dependencies between features. Our technique is similar to their method which
uses a modified average mutual information between a feature and the class
variable y in each inner node.

The first step to estimate underlying feature relevance of the support task is
the training of a random decision forest with all training examples. Afterward,
we count the number of times c; a feature g; is used in a split node. A feature
with a high occurrence ¢; is likely to be relevant for this task. To obtain the final
vector 6 of feature relevance, we use maximum a posteriori estimation:

~MAP

6 =argmaxp(D°|0) p(0|B) (3.23)
)

= argmax <H 9§i> p(0]8) , (3.24)
o i
with 3 being the hyperparameter of a Dirichlet prior of 8

p@|8) o [T (3.25)
=1

We use uniform hyperparameters, i.e. Vi : 8; = (3 in the following. Without
this prior distribution, the optimal 6 is the normalized vector c of all counts.
The prior distribution can be thought of as a smoothing term that prevents zero
probability of relevance for some features. This is theoretically important if there
is a feature g; completely irrelevant for the support task but discriminative for
the target task. The work of Kemmler and Denzler (2010) evaluates our method
and compares it to other relevance techniques using random decision forests.
They show that by incorporating the mutual information and the depth of a node
as additional weighting factors, one can get a better performance in a feature
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selection task. However, the advantage of our method is the direct availability of
a well-defined probability distribution in addition to a relevance ranking, which
is an essential property to apply our transfer learning idea.

In Section 5.2.2, we evaluate the influence of the parameter /3. Surprisingly
it turns out that in our setting a flat prior distribution (8 = 1) is sufficient.

3.3.6 Related Work

Shared relevant features and class boundaries are exploited in the work of
Torralba et al. (2007). They develop a boosting technique that jointly learns
several binary classification tasks similar to the combined boosting idea of Levi
et al. (2004). Lee et al. (2007) transfer feature relevance as a prior distribution
on a weight vector in a generalized linear model. Our work is similar to their
underlying idea of transferring feature relevance. In contrast, prior knowledge
in our work is defined using the probability of a feature to be relevant instead
of a prior distribution on a specific model parameter. Our approach additionally
offers to use a state-of-the-art classifier directly.

In general, our method can be thought of as a generalization of a very
common transfer learning technique that selects a subset of features, which
achieved a good performance in support tasks, and uses the same fixed selection
for the target task. This strategy is often indirectly applied in the scientific
community in general. If a large set of papers shows the suitability of a certain
set of features, e.g. bag of visual words as presented in Section 4.2, the same
set of features is likely to be used in following papers trying to solve other but
related applications. The advantage of our approach is that features are not
selected in a deterministic manner and the learner of a target task is not restricted
to the subset of features relevant in support tasks. Therefore, features can be
selected which are very specific for the given target task and which are not shared
with the support tasks.

3.4 Non-parametric Transfer with
Gaussian Processes
The following approach has been published in Rodner and Denzler (2010) and

offers the possibility to perform transfer learning of binary classification task
within heterogeneous learning scenarios. The method is based on classification
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Figure 3.4: Basic outline of the proposed transfer learning approach: Semantic similarities
between categories and leave-one-out estimates are utilized to select a support task, which
is used to transfer knowledge to a target task with dependent Gaussian processes.

and regression with Gaussian processes (GP) as presented in Section 2.6. We
use dependent Gaussian process priors, as studied by Chai (2009) and Bonilla
et al. (2008) for regression and show how to utilize them for classification tasks
by extending their framework in several ways. Dependent GP priors allow us
to efficiently transfer the information contained in the training data of a support
classification task in a non-parametric manner by using a combined (kernel)
covariance function. The amount of information transferred is controlled by a
single parameter estimated automatically, which allows moving gradually from
independent to complete combined learning.

Additionally, we handle the case of heterogeneous tasks, where the set of
available support tasks also includes unrelated categories that do not contain
any valuable information for the target task. Similar to Tommasi and Caputo
(2009), we utilize efficient leave-one-out estimates to select a single support
classification task. We also show how to use category-level similarities estimated
with WordNet (Pedersen et al., 2004) to improve this selection. The basic steps of
our approach are illustrated in Figure 3.4. The framework itself is not restricted to
image categorization and can be applied to any binary transfer learning scenario.



90  Chapter 3. Learning with Few Examples

3.4.1 Dependent Gaussian Processes

As we have seen in Section 2.6 the GP framework makes use of a kernel function
that determines the correlation between two function values. Dependent Gaussian
processes as proposed by Chai (2009) allow us to model the correlations between
P tasks and how the given tasks are related within a transfer learning scenario.
For each task 5, we have a latent function f7 which is assumed to be sampled
from a GP prior GP(0, K*). The key idea is that these functions are not assumed
to be independent samples, which allows us to transfer knowledge between latent
functions. Thus, a combined latent function f((j,x)) = f;(x) is used which is
a single sample of a GP prior with a suitable kernel function modeled by:

K((G,2), (' a) = KL, - K¥(z,2) (3.26)

with K/ € RP*P used to model the correlations of the task-specific latent
functions and K being a base kernel function measuring the similarities of
input examples. The underlying assumption of the factorized model in Eq. (3.26)
is that the latent functions are correlated in the same manner in the whole input
space X.

Knowledge transfer with dependent GPs can also be motivated theoretically
with a decomposition of the latent function into an average latent function
f ~ GP(0, K¥) shared by all tasks and independent latent functions f7 ~
GP(0, K¥) (Pillonetto et al., 2010, assumption 4):

Fla) = () +a-fl@) . (3.27)

The resulting kernel function of the combined latent function for this model can
be easily derived by using Lemma A.5 leading to:

K((j,z), (7, 2") =8(j — i) K¥(z,2') + >’ K (z, ') (3.28)

=G -5 +ao*) K (z,2) (3.29)

which turns out to be a simplified version of Eq. (3.26) with additional assump-

tions, such as each task is equally related. A disadvantage is that the variance of

the individual Gaussian processes increases with an increasing value of the task

correlation parameter. Therefore, our approach uses the following parametriza-
tion of the combined kernel function which circumvents this problem:

K¥(z,z') ifj=j

3.30
p K¥(x,2') otherwise (5:50)

K((j,2). (j",2")) = {
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Figure 3.5: Two samples of a dependent Gaussian process prior with P = 5 latent
functions, the Gaussian kernel as a base kernel function and a varying task correlation
parameter p. The latent functions are differently shaded to show the correspondence to
one of the displayed two samples. Note how the variance of the latent functions within
one sample decreases with increasing p. The latent functions are independent if p = 0.

The hyperparameter p of the extended kernel function with 0 < p < 1 controls
the correlation of the tasks: p = 0 corresponds to the case of independent
learning, whereas p = 1 assumes that the tasks are highly related. Let us have
a look on some samples generated by this model depicted in Figure 3.5. We
sampled two times from a joint Gaussian process equipped with the kernel
function defined in Eq. (3.28). The two samples shaded differently generate
P = 5 tasks represented by individual latent functions. We see that with an
increasing task correlation parameter p, the expected difference between the
tasks decreases.
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The assumption of uniform task correlation p does not hold in general and
especially not for heterogeneous learning environments with tasks of very differ-
ent characteristics. For this reason, we use only one single support classification
task that is automatically selected using the techniques described in Section 3.4.3
and Section 3.4.4.
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3.4.2 Transfer Learning with Dependent Gaussian Processes

We now consider the case that two binary classification tasks are given: a support
task with a large amount of training data DS and a target task with only few
training examples D7. This setting is different from the scenario of multitask
learning in which one wants to train classifiers for multiple binary classification
tasks in combination. In our case, we do not want to improve the classifier for
the support task. In the following, we consider transfer learning with the label
regression approach as presented in Section 2.6.5. The same ideas can also be
directly applied to approximate GP classification (Section 2.6.6). A comparison
between transfer learning with label regression or GP classification is studied in
Section 5.3.3.

The classification score of a traditional GP classifier not exploiting transfer
learning is given by the following predictive mean of the label y.. of a new input
example x, (Section 2.6.5, Eq. (2.77)):

pe=kT (K+02-1) 'y, (3.31)

where we use the kernel vector k. = K(X,x.), the kernel matrix K =
K(X,X) of the training data X, and the label vector y € {—1,1}" as de-
fined in Section 2.6.5. As elaborated in the previous section, transfer learning
is done by using an extended kernel function. Therefore, in comparison to the
single task GP model in Eq. (3.31), only the kernel function changes and the
predictive mean of the target task label y, can be calculated as follows:

p =k (p)" (K(p) + 02 -T) 'y

T —1
_ kT* KTT PKTs 2 Y-
= [ ks } (< KT K., > +oZ- I) [ v, , (3.32)
with ¥y and y, denoting the binary labels for the target and the support task,
respectively. The matrix K¢ contains the pairwise kernel values of the target
task and the support task. The same notational convention is used for K¢, K,
k.. and k... Note that we directly assumed that «, is an example of the target

task, i.e. (7, x.) is given as an argument to the combined kernel function. The
posterior variance for transfer learning with dependent GP is:

0% = K(mu,.) — k. (p)T (K(p) + 02 -1) " kulp) + 02 (3.33)

= K(@y, @y)—
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T -1
kr* KTT pKTs 2 k‘f’* 2
i (e ) rerr) | e ooz caw
Like the variance of single task learning given in Eq. (2.78), the variance of the
multitask model does not depend on the labels. As proofed by Chai (2009), the

posterior variance is a continuous and monotonically decreasing function in p
and thus fulfills:

o2(x,,1) < 0%(x4, p) < 02(24,0) , (3.35)

where the dependency of o2 on the task correlation p and the input example
x, is made explicit. This result is intuitive, because the assumption of higher
correlation between the tasks should reduce the predicted uncertainty of the
provided estimate.

3.4.2.1 Shared Background Category

In the context of image categorization, we are often confronted with one single
background and multiple object categories (Torralba et al., 2007). Thus, all
binary classification tasks share the background category. In this case the input
sets X and X are not disjoint, which leads to an ill-conditioned kernel matrix
K(p). We solve this problem by restricting the support training set only to
examples of the object category. Therefore, the label vector y, is always a vector
of ones. Please note that due to our zero mean assumption of the GP prior, this
leads to a valid classifier model. For independent learning (p = 0) it results
in a one-class GP model for the support task, which is related to our one-class
classification approach presented in Section 3.5.

3.4.2.2 Influence of the Task Correlation Parameter

As we have seen, an increasing value of the task correlation parameter p de-
creases the posterior variance. Let us now have a closer look on the influence
of the task correlation parameter p on the resulting classification performance.
Figure 3.6 shows the performance of the transfer learning approach applied to an
image categorization application. We learned the object category okapi using 5
training examples and 30 examples of the support tasks gerenuk® and chair. The
performance is measured using the area under the ROC curve (Section 5.1.2)

3The animal category gerenuk is also known as giraffe-necked antelope.
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Figure 3.6: Performance of the GP-based transfer learning approach applied to the task
okapi with 5 training examples and using two different support tasks and a varying task
correlation parameter p. The additional bias at p = 0 is due to the transfer of the feature
representation as described in Section 5.2.3.

and is plotted with respect to the task correlation parameter p. It can be seen
that the optimal correlation parameter p using the support task gerenuk is around
p ~ 0.3. Neither independent learning with p = 0, nor simply using all exam-
ples of the gerenuk category as training examples for the okapi category with
p = 1 achieves a better performance. Therefore, finding a suitable value of the
correlation parameter p is an important task, which is essential for the transfer
learning algorithm to work in different scenarios.

In Section 3.4.3, we propose a method that is able to estimate an optimal
value of p. Whereas using the support task gerenuk leads to an important
improvement of the classification performance, utilizing the support task chair
does not improve learning at all. This result is quite intuitive and highlights the
importance of selecting an appropriate support task. In Section 3.4.4, we show
how to pre-select a set of related categories using semantic similarities. Details
about the previous experiment are given in Section 5.2.3.
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3.4.3 Automatic Selection of Support Classes
using Leave-One-Out

The optimization of the hyperparameter p and the selection of an appropriate
support task can be handled as a combined model selection and a kernel hyperpa-
rameter optimization problem. In Section 2.6.10, we described how to optimize
hyperparameters of the kernel function using the marginal likelihood derived
from the GP framework. However, we show in Section 5.3.3 that the conditional
likelihood p(y., | y,, Xs, XZ) is not an appropriate model selection criterion in
our transfer learning setting.

To solve this problem, we use leave-one-out estimates similar to Tommasi
and Caputo (2009). In the context of Gaussian process regression, the posterior
of the label of a training example x; conditioned on all other training examples
can be computed in closed form (Rasmussen and Williams, 2005, Section 5.4.2):

(y — fis)?
257

1 . 1
log p(y | X, y_i,p) = =5 log &7 — —glog2m,  (336)

with 52 being the variance of the leave-one-out estimate fi;:
57=1/(K(p)™"), and ji=yi— (K(p)'y),67 . (337

The estimates fi; offer the possibility to use a wide range of model selection cri-
teria, such as leave-one-out log predictive probability (Rasmussen and Williams,
2005) or squashed and weighted variants (Tommasi and Caputo, 2009). A com-
mon measure to assess the performance of a binary classification task is average
precision (Section 5.1.2). Therefore, we calculate the average precision directly
using the estimates fi; and ground truth labels y;. This decision is justified
by experiments in Section 5.3.3, which compare average precision to multiple
model selection criteria embedded in our approach.

We optimize the average precision with respect to p, which is a simple one-
dimensional optimization, with golden section search (Kiefer, 1953) for each of
the given support tasks. The task and corresponding value of p that yield the best
average precision are chosen to build the final classifier according to Eq. (3.32).

3.4.4 Automatic Pre-Selection using Semantic Similarities

Selecting a support classification task among a large set of available tasks is itself
a very difficult problem, and the selection method described above, might not be
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Figure 3.7: Reduced WordNet hierarchy of 17 categories from the Caltech-101 database.
Rectangle boxes highlight object categories and ellipsoids represent superordinate terms,
which are skipped if they only have one subordinate in the hierarchy. The exact mapping
between category terms and WordNet senses is listed in Table B.1.

able to transfer beneficial information. A solution is the use of prior knowledge
from other information sources to pre-select tasks which are likely to be related.

We optionally use the textual label of each object category together with
WordNet, which is a hierarchical lexical database of the English language. The
usefulness of this information source has been demonstrated recently in the
context of attribute based knowledge transfer (Rohrbach et al., 2010b) and
hierarchical classification (Marszalek and Schmid, 2007). Figure 3.7 shows
a small part of the hierarchy derived from the “is-a” relationship included in
WordNet. A common assumption is that semantically related object categories
are also visual similar. Thus, the support task could be selected by semantic
similarity measures such as the Resnik measure (Resnik, 1995) or simple inverse
path lengths (Pedersen et al., 2004).

Whereas the similarity assumption might hold for certain areas, e.g. animal
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okapi 1. gerenuk 2. llama 3. rhino 4. wild cat 5. panda 6. leopards 7. hedgehog 8. elephant
d~7.065 d=x7004 d=6.217 d=5613 d~5613 d~5613 d~x5613 d=~5613

uHSRAEe &

93. airplanes  94. accordion 95. pizza 96. faces 97. brain 98. yin yang 99. stop sign 100. dollar bill
d =~ 1.370 d =~ 1.370 d~0.614 d~0.614 d~0.614 d~0 d~0 d=0

Figure 3.8: Ranking of support categories for the category okapi according to semantic
similarities d computed using WordNet. The eight most similar and dissimilar categories
are displayed as mean images using all images of the Caltech-101 database and inspired
from Ponce et al. (2006).

hierarchies, it might not hold in all cases and prevents important knowledge
transfer from other parts of the WordNet hierarchy with shared characteristics.
However, one conclusion of the empirical analysis of Deselaers and Ferrari
(2011) is that “visual similarity grows with semantic similarity”. Therefore, we
use WordNet in advance to leave-one-out selection and pre-select the J most
related tasks among all available tasks based on their semantic similarity. For
J =1, WordNet selects the support task using the semantic of the category name
and the leave-one-out method only optimizes the task correlation parameter p. If
J equals the number of available support tasks, WordNet pre-selection does not
influence transfer learning and the selection is based on visual similarity only.
The importance of the combination of visual and semantic similarities for the
selection is analyzed empirically in Section 5.3.3.

Figure 3.8 shows the ranking of Caltech-101 categories (Fei-Fei et al., 2006),
as derived from the Resnik measure according to the relation to the category
okapi, which follows the hierarchical structure given in Figure 3.7. We addi-
tionally display the mean appearance of each category using all corresponding
images in the database. Taking a closer look to the mean images and the ranking
position reveals that images of categories with a low semantic similarity value
seem to be indeed more visually dissimilar compared to the first ranked object
categories. Thus, on a very rough level of visual comparison, which is domi-
nated by the global context, the WordNet pre-selection method is able to filter
out a large part of non-related categories. Note that we use a more complex
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feature set which includes an object part representation rather than holistic fea-
tures. Therefore, we are able to exploit similarities between object parts, such
as the appearance of animal legs, which are not captured by the visualization in
Figure 3.8.

3.4.5 Required Computation Time

Let us analyze the computation time required for learning with our dependent
GP framework. We assume that each support task has O(7) training examples.
To compute the leave-one-out estimates, we have to calculate the inverse com-
bined kernel matrix, which requires O((n + 72)%) dominated by the Cholesky
factorization. Therefore, calculating the performance measures for each support
task and for () values of p (greedy optimization, () ~ 10 in our experiments)
can be done in a total runtime of O(Q - J - (n + 71)3) steps. Learning the final
label regression classifier does not require any additional calculation, because
the Cholesky factorization can be directly used to compute the kernel coefficients
a. After learning, O(n + 7) steps are needed to calculate the predictive mean
and classify a new test example.

We have seen that the runtime highly depends on the number of support tasks
and the number of support training examples. In our experiments in Section 5.3.3,
we use 99 support tasks and each of the tasks has 230 training examples. The
average runtime of learning and classification obtained was 71.44s on current
hardware.

3.4.6 Related Work

In the following section, we highlight some connections to previous and related
work. On the one hand, the aim is to show the differences in theoretical as-
sumptions or applications areas. On the other hand, the underlying similarities
between the approaches are important to gain further insight into limitations and
possible extensions.

3.4.6.1 Joint Optimization of Hyperparameters

One of the first papers investigating knowledge transfer with GP is the work of
Lawrence et al. (2004). They show that the joint optimization of hyperparameters
using all tasks can be highly beneficial. In Section 2.6.10, we already described
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their joint optimization method in the case of the one-vs-all GP classifier, which
reduced to the following optimization problem:

J
N 1 - o
A arg:]nin %log det (K,,) + itrace K:,l jEZl y’ (y])T . (3.38)

In their multitask scenario, the involved label vectors yj contain the binary
labels of task j. An important property of their method is that it can only be
applied if the same set of training points is given for each task. For visual object
recognition, these situations arise if images are labeled with multiple objects,
such as in the PASCAL VOC dataset (Everingham et al., 2010). In the following,
we refer to this learning scenario as multi-output learning (Andriluka et al.,
2007). A similar approach is the method of (Zhang and Yeung, 2009) which
assumes a shared prior on hyperparameters.

3.4.6.2 Dependent Gaussian Processes for Multi-output Learning

As we have seen, dependent Gaussian processes model task dependencies in
a more direct manner allowing to transfer information beyond shared kernel
functions. Bonilla et al. (2008) use a dependent GP model to solve multi-output
regression. The goal of multi-output regression is to fit functions to several sets
of outputs corresponding to one single set of inputs, i.e. input examples are given
with multiple output values. In such a setting, the combined kernel matrix K
induced by the kernel function given in Eq. (3.26) can be written in an elegant
manner using the Kronecker product ® as K = K/ @ K%. By exploiting
some properties of the Kronecker product, efficient inference techniques are
derived by Bonilla et al. (2008). In general, their approach is equivalent to a
model in which a matrix normal distribution is used as a prior for the matrix

F= [ frof J} € R™*/. A matrix normal distribution with zero mean has

two kinds of covariance matrices @ = E (F'F) and & = E (FFT). If the
random matrix F is vectorized, it can be shown that the resulting random vector
is normal distributed with the combined covariance matrix 2 ® 3. Therefore,
the two covariance matrices of the matrix normal distribution can be directly
identified with K/ and K% as used in the approach of Bonilla et al. (2008). An
important application of their method are robot inverse dynamics problems as
presented by Chai et al. (2008).
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Schwaighofer et al. (2005) learn an overall non-parametric kernel matrix
jointly with a set of regression tasks. Experiments are done with a collaborative
filtering application in which people judge the quality of art images. The main
idea is, if a person likes an image, a friend of him might like this image too.
Learning the covariance matrix in a non-parametric fashion is also proposed by
Yu et al. (2007), which apply a shared prior on each individual covariance matrix.
They argue that the use of t-Processes in contrast to GP leads to a more robust
heterogeneous multitask learning approach. Teh et al. (2005) solve multitask
regression tasks by using linearly combined latent functions for each task leading
to a particular combined GP prior. Their approach is a generalization of the
method of Bonilla et al. (2008) to multiple base kernels and degenerated GP
models. Andriluka et al. (2007) propose a special form of dependent covariance
functions. They consider transfer learning for binary classification tasks and use
the informative vector machine framework of Lawrence et al. (2004). A general
framework for dependent GP using a graph-theoretical notation is presented by
Yu and Chu (2008). Melkumyan and Ramos (2009) constructs combined kernel
functions by convolution and Fourier analysis. The recent work of Pillonetto
et al. (2010) presents online learning with dependent GP.

Parallel to our work, Cao et al. (2010) used the same framework for regression
problems, such as WiFi localization. In contrast, they select the task correlation
parameter p using the conditional likelihood. In our experiments in Section 5.3.3,
we show that this model selection criterion is not appropriate for our classification
setting with shared background categories.

3.4.6.3 Theoretical Studies and
Transfer Learning with GP Latent Variable Models

Regression with dependent Gaussian processes is analyzed theoretically by Chai
(2009). In his work, the generalization error is bounded by the error obtained by
independent learning (p = 0) and learning by using all examples of the support
task directly (p = 1). This allows utilizing known lower and upper bounds of
single task GP regression.

The work of Urtasun et al. (2008) proposes to learn a latent feature space used
across tasks. They extend the Gaussian process latent variable model introduced
by Lawrence (2005) to multiple tasks and a shared latent space.
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3.4.6.4 Relationship to Adapted Least-Squares SVM

The transfer learning approach of Tommasi and Caputo (2009) is based on least-
squares SVM (LS-SVM) (Suykens et al., 2002) presented in Section 2.6.8.2.
Let us in the following assume that we are given a binary classification target
task and a support task. The idea of Tommasi and Caputo (2009) and originally
of Orabona et al. (2009) is to modify the regularization term of the LS-SVM
optimization problem (2.104), such that hyperplanes w(™) of the target task with
a large distance to the support task hyperplane w'®) are penalized:
nimi 1 w® — 8w®
minimize 5 ‘ ‘w Sw

2 C &
L+ >e
w(7) ERD beR,£ER™ H 2 P

subject to Vi oy = <<w(7), ¢(wi)>H + b) +& .

(3.39)

where (y;, «;) is a training example of the target task. The parameter [ is similar
to our correlation parameter p and allows controlling the strength of transfer.
Tommasi and Caputo (2009) states that the optimal solution of their Adapted
LS-SVM method is given by a linear combination of the support hyperplane
model and a new model learned using training examples of the target task:

w™ = Buw® + Za§7>¢(;pi) ) (3.40)
i=1

(

However, the coefficients aiT) depend on w®) and it can be shown that they are

given by:

1\ !
(r) — = _A. ca®
« (KTT + C’I) (yT 8- K. ) (3.41)

1\ ! 1\ !
_ (KTT T CI) <y7_ 8K, (K + CI) y> . (3.42)

adapted label vector y’.

This result offers some further insight. Instead of using the labels of the target
examples directly, the Adapted LS-SVM approach applies the support task
classifier on all target training examples to calculate an adapted label vector
y’. which is used for inference. Similar to the derivation in Section 2.6.8.2, we
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assumed that the bias is incorporated in the kernel function and all details can be
found in Section A.6. From a weight space view (Bishop, 2006, Section 6.4.1),
optimization problem (3.39) uses a Gaussian prior on w(™) with mean value
Bw®).

Finding an optimal value and an appropriate support task is done by leave-
one-out estimates and a modified weighted error rate:

n

1
errgym = Wi — , 3.43
1s Z <1_|_exp (—10.0 (yi i 1))) ( :

=1

with fi; being the leave-one-out estimate of example 7 as defined in Section 3.4.3
and the weights w; defined as:

2y =1
wi = {%n ke . (3.44)
m lfyi =-1

The number of positive examples is denoted by n;. Tommasi and Caputo (2009)
also assumes different noise variances of positive and negative examples. An
extension of their approach is presented in Tommasi et al. (2010) and allows
using multiple support tasks and kernels jointly. We compare our approach to
the results of Adapted LS-SVM in Section 5.3.2.

3.4.6.5 Linear Classifier Combination

A simple idea for transfer learning is linear classifier combination. If we assume
that target training examples and support training examples are not correlated, but
a new test example x, is correlated to both sets, we can simplify the prediction
Eq. (3.32) significantly:

pe =k (p)T (K(p) + 021) "y (3.45)
T —1
* k‘r* KTT 0 2 Yr
2 ) (55 & )ver) ] e
— kT, (Kpr + 02D "y, + p- KT (Koo + 020) 'y, (3.47)
=l 4ol (3.48)

Thus, the prediction is a linear combination of the result of the target task and
the support task GP classifier applied independently. The dependent GP model
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is a generalization and allows incorporating correlations between all training
examples.

3.5 One-Class Classification

In previous sections, we presented transfer learning methods that can be used
to boost the performance in the presence of only few training examples for a
new target task. We now turn to the problem of one-class classification (OCC)
introduced in Section 1.5 and propose several approaches to OCC with Gaussian
process (GP) priors. Our research has been published in Kemmler et al. (2010)
as a result of an intense and fruitful joint work with Michael Kemmler.

In OCC learning scenarios, we have to deal with a large set of examples from
a single class (positive examples) and zero learning examples from a counter
class (negative examples). In the following, we propose several approaches to
OCC with Gaussian process (GP) priors. We further investigate the suitability of
approximate inference methods of GP classification for OCC, such as Laplace
approximation (Section 2.6.7) or expectation propagation (Minka, 2001).

The remainder of this section is structured as follows. Building on the
review of machine learning with Gaussian process priors in Section 2.6, we
present our approach to one-class classification with GP in Section 3.5.2 with
implementation details provided in Section 3.5.3. Theoretical properties of our
method are given in Section 3.5.4, and Section 3.5.5 compares the approach to
previous work, such as support vector data description (Tax and Duin, 2004).

3.5.1 Informal Problem Statement

First of all, let us have a closer look on the aim of OCC and its requirements. In
contrast to traditional binary classification, the training set provided consists only
of examples of a single class and we assume without loss of generality that all
training examples are labeled with y = 1. Tax (2001) refers to this class as the
target class, however, we use the term positive class to highlight the conceptual
difference to transfer learning.

The goal of one-class classification is to learn the boundaries of the posi-
tive class from the given training examples and to choose them such that the
risk of classifying a negative example (outlier) as a positive example is min-
imized (Tax, 2001, p. 1). A suitable boundary is given by a level set of the
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posterior distribution, i.e. all points which satisfy p(y = 1| x) = £ for a given
value £ € R. As already elaborated in Section 1.5, it is impossible to estimate
a hard decision boundary without further assumptions. Due to this reason, the
problem statement is often relaxed to finding a suitable soft decision classifier
that models the posterior and the threshold ¢ is not determined directly, but
can be estimated using another method utilizing additional application-specific
assumptions (Tax and Duin, 2002). In a large number of applications, such
as image retrieval (Chen et al., 2001; Lai et al., 2002), it is even sufficient to
estimate a function v : X — R, such that the order of the posterior is retained,
i.e. v(x1) > v(x2) implies that p(y; = 1| x1) > p(y2 = 1| x2).

Generative methods (Section 2.1), which model the class-specific density
p(x |y = 1), can be directly applied to OCC by using Bayes’ law:

pxly=1) ply=1)
zly=1)-ply=1+plx|ly=-1)-ply=-1) ’

p(yzllw):p<

and assuming a flat (improper) outlier distribution p(x |y = —1) = const. as
done by Tax (2001, p. 16) leads to

_ _ _p=ly=1)
P(y—1|w)—lm )

for a constant 5 > 0 independent of the input x. Therefore, the density of the
input data belonging to the positive class is connected to the posterior by a strictly
monotonically increasing function. Density estimation techniques, such as the
Parzen estimator or Gaussian mixture models (Bishop, 2006), directly provide a
scoring function v satisfying the above mentioned requirement of preserving the
order. In the following section, we show how to utilize a discriminative technique,
namely classification with Gaussian processes as introduced in Section 2.6, to
solve OCC tasks.

(3.49)

3.5.2 One-Class Classification with Gaussian Processes

Classification approaches based on the GP framework (Section 2.6) are discrimi-
native methods (Section 2.1) and provide a model for the posterior p(yx | ., D)
of a label y, of a new example x.. In contrast to generative classification tech-
niques, they are often not directly applicable to one-class classification, because
most of them rely on minimizing the empirical error obtained from the training
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data. Without negative examples such error estimates only minimize the number
of false negatives, which simply lead to the trivial solution of setting the score
v(x) to a constant value for every input. For example, consider SVM classi-
fication as presented in Section 2.5. With the common formulation, there are
an infinite number of hyperplanes consistent with the training data and with an
arbitrary large margin. Thus, the optimization problem is not bounded and can
not be applied to OCC.

The key idea of our approach is the powerful ability of Gaussian process
priors to model a probability distribution of latent functions. In contrast to other
supervised classification methods, the GP framework allows tackling the OCC
problem directly. Utilizing a properly chosen Gaussian process prior enables
us to derive useful membership scores for OCC. The essential property we
would like to incorporate as prior knowledge is that the scoring function should
decrease smoothly outside of a specific area. We simply use a GP prior with a
mean value smaller than observed values of the latent function, which is for OCC
easily achievable with a zero mean, because we only deal with positive class
labels y = 1. This promotes latent functions with values gradually decreasing
when being far away from observed points. If we additionally choose a smooth
covariance function, such as the Gaussian kernel (Section 2.4.2), we obtain a
Gaussian process model that allows us to sample functions satisfying the above
mentioned essential property with high probability. Figure 3.9 shows a one-
dimensional example of the above principle for GP regression with an OCC
training set. The predictive probability p(y. = 1|x., D) can be utilized and due
to the fact that it is determined by its first and second order moments, we can
also study whether the predictive mean and variance can serve as alternative
membership scores. Their suitability is illustrated in Figure 3.9. The regression
function obtained from the predictive mean decreases for inputs distant from
the training data and can therefore be directly utilized as an OCC measure.
This behavior is natural if we reconsider the formula of the predictive mean
(Eq. (3.50)) when using a Gaussian kernel

Ly = Zaz K& (g, @) Zal exp (ffy [l — w*HZ) . (3.50)
=1

Thus, for ||x; — x.|| — oo (for all examples x;) the predictive mean equals
zero independent of the coefficients «;. Returning to Figure 3.9, we observe
that in contrast to the predictive mean, the predictive variance o is increasing
at the boundaries, which suggests that the negative variance value can serve as
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GP One-—class Classification

Figure 3.9: GP regression using a zero-mean GP prior in a one-dimensional OCC setting.
The predictive distribution is visualized with its mean (red graph) and the corresponding
confidence interval derived from the posterior variance. Training points are marked as
circles. The dashed line shows the predictive variance as a function.

an alternative criterion for OCC. The latter concept is used in the context of
clustering by Kim and Lee (2006). Additionally, Kapoor et al. (2010) propose
the predictive mean divided by the standard deviation as a combined measure for
describing the uncertainty of the estimation and applied this heuristic successfully
in the field of active learning. All variants, which are summarized in Table 3.1,
are available for GP regression and approximate GP classification with Laplace
approximation (Section 2.6.7) or expectation propagation (Minka, 2001). The
different membership scores produced by the proposed measures are visualized
in Figure 3.10 using an artificial two-dimensional example. In spite of the
simplicity of the approach, the ability of the GP framework to directly tackle
OCC problems seems to have not been recognized previously. We show some

Table 3.1: Different measures derived from the predictive distribution which are all
suitable for OCC membership scores v(x.).

mean (M) s = E(y«|@«, D) probability (P) p(y« = 1|x«, D)

2 _
—O0x = -1

neg. variance (V) 2 (4. |-, D) heuristic (H) L+ Oy
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)

(a) GP-Reg-P (b) GP-Reg-M (c) GP-Reg-V (d) GP-Reg-H

Figure 3.10: One-class classification using GP regression (GP-Reg) and measures listed
in Table 3.1. All measures model the complex distribution.

interesting connections to other approaches in Section 3.5.4 and Section 3.5.5.

3.5.3 Implementation Details

The implementation of GP for one-class classification is simple and straightfor-
ward in the regression case, especially for the posterior mean. First of all, the
kernel matrix K has to be computed with an arbitrary kernel function such as
the Gaussian kernel. The only thing which has to be done for training is to solve
the linear equation system (K +o2- I) o =y with y being an n-dimensional
vector of ones. A solution can be found with the Cholesky decomposition, which
involves O(n?) operations. Afterward, the estimated posterior mean is k*Ta
which involves O(n) operations. Calculating the posterior variance is similar
but involves O(n?) operations during testing.

3.5.4 Connections and Other Perspectives

In the following, we present some connections of our approach to common
techniques and we study our method from different perspectives. The derived
relations offer to give further insights into underlying assumptions.

3.5.4.1 Predictive Mean Generalizes Gaussian Distributions
and the Parzen Estimator

The relation to density estimation with the simple assumption of normally
distributed input data becomes obvious by considering the case of a single
training point  (n = 1) and the use of a Gaussian kernel with hyperparameter
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v = (2afemel)_1. These assumptions simplify the formula of the predictive
mean as follows:

1 1 2
P = exp [ — [|zs — x| ) . (3.51)
(1 + 0—3 ) ( 2Ul%ernel

If we assume noise-free observations (a? = 0), the right hand side of the
equation is equivalent to an unnormalized normal distribution with mean value
x.

Another popular technique for density estimation is the Parzen estimator
(Scott and Sain, 2004), also known as kernel density estimation. To obtain a
density estimate at a new example x,, this non-parametric method sums up
the similarity values of x, with each of the training examples and multiplies it
with a suitable normalization factor. If the similarity values are computed with
a Gaussian kernel, this method is equivalent to smoothing the empirical data
distribution with a Gaussian filter. Our OCC approach that uses the predictive
mean derived from GP regression has a tight relationship to Parzen estimators.
Let us assume noise-free observations (03 = 0) and no correlations between
training examples (K = I), the regression mean (2.77) simplifies to

,u*—k:TK yocfzz K(zy, x;) —li K(xz.,xz;) (3.52)

n
j=14i=1

where by construction we only have examples labeled as positive examples, e.g.
y = (1,...,1)T. Therefore, one of our proposed OCC criteria can be seen as
unnormalized Parzen density estimation using an additional scaling induced by
the kernel matrix K.

3.5.4.2 Feature Space Perspective of the Predictive Mean

Another insight offers a feature space perspective of the predictive mean of GP
regression for OCC. Let ® = [¢(x1),. .., ¢(x,] be the matrix containing all
transformed training examples as columns. In the following, we make use of
the relationship between the regularized kernel matrix Ko = K + 0?2 -Tand
the regularized (sample) second moment matrix of the data in feature space
Crg = + (287 + 02 -1) with o2 > 0:

1
PK,, = nc 1P, (3.53)

reg
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This result is proved in Section A.5 and originally from Haasdonk and Pgkalska
(2010, Section 3.2). We now turn back to the predictive mean of GP regression.
Applying Eq. (3.53) allows writing the OCC inference equation as a scalar
product of the mean pg of all training data in feature space and the transformed
new example x.:

-1 _ 1 _
Hox = k:{ (K + 0-3 : I) Y= ¢(m*)T(I)Kreg1y = ﬁ(rb(x*)TCregl Qy (3.54)
= ¢(x.)"Crg Ba - (3.55)

Thus, our OCC approach using the predictive mean, indirectly measures the nov-
elty of an example by comparing it to the mean in feature space by a normalized
correlation.

3.5.4.3 Predictive Variance Models a Gaussian in Feature Space

A common way of describing a data distribution is to assume an underlying
normal distribution. If we use a kernel-based approach, this assumption could be
utilized in feature space rather than in input space. Using the result of Eq. (3.53)
already given in the previous section, Haasdonk and Pgkalska (2010) show the
equivalence of the variance term in GP regression and a Mahalanobis distance
in feature space. Let Cye; and K., be the regularized second moment and the
kernel matrix as defined prior to Eq. (3.53). The regularized second moment
matrix acts as a linear operator as follows:

Cregd(s) = % (22" + o21) () (3.56)
= (@87 6(.) + 020(x.) (3.57)
= % (®k. + o2p(z.)) . (3.58)

Due to the fact that Cy, is invertible, we can multiply the above equation with
#(x.)T Cy.l and use Eq. (3.53), which leads to:

reg

o) (@) = = (¢(x+)" Crop ®hs + 020(2.) " Crgd(.))  (3.59)

1
n

2
— o(z. ) TOK k. + %¢(w*)Tcr;g1¢(m*) (3.60)

reg
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2

_ .Tye—1 Oc T—1

=k, K k. + ;q&(w*) Crgd(xs) - (3.61)
Rearranging and using K (x.,x.) = ¢(x.)T ¢(x.) gives the relation of the
predictive variance and a Mahalanobis distance in feature space:

b, Clo(x,) = % (K(w*,m*) - k;j;”K;eglk:*) - (;) o2 . (3.62)

€ €

Thus, the predictive variance of GP regression is proportional to the negative
logarithm of the normal density in feature space with zero mean and a covariance
matrix, which in this case equals to the second moment matrix, estimated from
the training set:

02 oc —log N (¢(+) | 0, Creg) - (3.63)

All multiplicative and additive constants are independent of the input example
x.. If we use vectors ¢(x) centered at the data mean, i.e.

n

H@) = 6() — g = 6(2) — > bz (.64

i=1

the normal distribution involved in Eq. (3.63) does not have a zero mean but the
correct mean in feature space. Centering in feature space can be done indirectly
by modifying the kernel function.

3.5.5 Related Work

In the following section, we give a brief review of related work and highlight the
similarities and differences to our approach. Tax and Juszczak (2002) mention
the idea of estimating a normal distribution in feature space, which is connected
to our use of the GP predictive variance as an OCC measure as shown in the pre-
vious section. Kim and Lee (2006) present a clustering approach that indirectly
uses a GP prior and its predictive variance. Our new variants for OCC with GP
priors include the idea of Kim and Lee (2006) as a special case and utilize it for
OCC rather than clustering.

Proper density estimation with GP priors is studied by Adams et al. (2009).
The idea is to model the data density p : X — R by squashing a latent function
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f : X — R with a monotone function @ : X — (0,1):
px) = ——L——= (3.65)

where 7 is an arbitrary base probability measure and Z/ is a normalization factor
given by:

z! :/X@(f(m'))-w(a:’) dx’ . (3.66)

Assuming a GP prior for f implies a probability distribution for p, which is
non-negative and normalized such that sampling from the distribution results in
suitable density functions. Exact and closed-form inference is not possible with
this model and Adams et al. (2009) presents a MCMC technique for approximate
inference.

Nickisch and Rasmussen (2010) utilize the GP-LVM approach of Lawrence
(2005) for density estimation. The key idea is to model the density in the
latent space estimated by GP-LVM as a Parzen density or as a mixture of Dirac
impulses corresponding to using the empirical density. Backprojecting this
density to the original input space yields a flexible Gaussian mixture model
with as many components as training examples. For parameter estimation they
propose to use a leave-k-out procedure. The paper also offers a comparison and
short review of several density estimation methods.

3.5.5.1 Support Vector Data Description

One-class classification with support vector data description (SVDD) (Tax and
Duin, 2004) is one of the most popular OCC methods and is used for our
experimental comparison in Chapter 5. The approach is based on the idea of
enclosing the data with a hypersphere in feature space of minimal radius R. We
can express this problem as a quadratic program similar to the soft margin version
of SVM presented in Section 2.5.2, which utilizes additional slack variables & to
account for outliers:

minimize R>+C i
e, B+OD ¢ G.67)

subject to Vi ||o(x:) — m||§_[ <R*4¢ and & >0 .
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As in optimization problem (2.52) the parameter C' controls the number of
outliers, e.g. large values of C' lead to a solution with only a small number
of points outside the hypersphere. Scholkopf et al. (2001) use the parameter
0<v<1lwithC = (m/)fl, which allows adjusting the fraction of expected
outliers directly. Furthermore, the Euclidean distance in (3.67) can be generalized
to Bregmanian distances (Crammer and Singer, 2003). If we turn the primal
problem (3.67) into its corresponding dual optimization problem, we obtain a
kernelized version of SVDD:

n

maximize g ;K — oaTKa

acR™ —y
= . (3.68)
subjectto Vi=1...n: 0<a; <C and Zaizl .
i=1

The distance of a new example ., to the center can be expressed by

l6(2.) — mlf5, = a"Ka — 2k o + K (2., .) (3.69)
and the radius is given in terms of « by:
R? = argmax ||¢(z;) — mHi (3.70)
€T

= argmax K;; — QZaiKij , (3.71)

€T =

where Z = {i | a; < C'} denotes the set of all inliers (Tax and Duin, 2004).

There exists a tight relationship to 1-SVM as presented by Scholkopf et al.
(2001). For kernels with K (i, x) = const. for all inputs x, the SVDD problem
is equal to finding the hyperplane which separates the data from the origin with
largest margin (Scholkopf et al., 2001). Instead of using the hinge loss, we
could also use a quadratic loss, which leads to least-squares SVM (Suykens
et al., 2002). In Section 2.6.8.2 we also illustrated the relationship between
GP regression and least-squares SVM. Due to this reason, our extension of GP
techniques to one-class classification problems corresponds to the work of Choi
(2009) in this specific case.
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3.5.5.2 Theoretical Considerations

Consistency is an important property of an estimator, because it ensures that
the estimated value converges to the correct value with high probability for
n — oo. Vert and Vert (2006) show the consistency of a multitude of estimators
with a similar underlying optimization problem as used in the one-class SVM
formulation of Scholkopf et al. (2001) and which utilizes a normalized Gaussian
kernel:

mmlmlze Z D(y )+ A ||f||7{ . (3.72)

where @ is an arbitrary convex loss function. The feature space induced by a
normalized Gaussian kernel with hyperparameter o2 (Vert and Vert, 2006, p.
2) is denoted by H, and plays an important role in the results of Vert and Vert
(2006). The consistency is only ensured if ¢ is decreasing for an increasing
number of training examples. This condition is analogous to the consistency
requirements of the Parzen estimator (Scott and Sain, 2004), where o2 is often
referred to as bandwidth parameter. Optimization problem (3.72) is not only a
generalization of the one-class SVM problem of Scholkopf et al. (2001) but also
a generalization of our one-class GP approach when using the predictive mean.
This relationship can be seen by setting @(z) = (1 — 2)? and considering the
alternative formulations of GP regression in Section 2.6.8. In our experiments in
Section 5.5, we observe and analyze some important consequences related to the
requirement of a decreasing hyperparameter of the kernel.



Chapter 4

Visual Categorization

The previous chapter concentrated on new machine learning approaches for
transfer learning and one-class classification. Applying these approaches to vi-
sual recognition tasks requires extracting appropriate and discriminative features
of all given images. Visual categorization refers to tagging images or videos with
a single category label and is different to object detection or semantic segmen-
tation, which correspond to the tasks of finding objects and estimate bounding
boxes or labeling each image pixel. Therefore, questions like “Is there an okapi
in this image?” are answered rather than “Where is an okapi in this image?”.
A related term is generic object recognition, which can be seen as a synonym
for image categorization but emphasizes the usage of object categories rather
than general semantic concepts, e.g. “outdoor”, “open country” or “mountains”
(Bosch et al., 2008).

The following chapter focuses on computer vision techniques used in this
thesis for image categorization, such as feature extraction methods and image-
based kernel functions. There is a large body of literature related to those topics
(the keywords “bag visual words classification” give more than 45.000 search
results in Google scholar) and in this thesis we only consider the main algorithms
that allow us to evaluate our methods presented in Section 3. Textbooks covering
visual categorization, as done in current research, are Pinz (2005) and Szeliski
(2011, Section 14.4).

Figure 4.1 provides a visual outline of the current chapter. In Section 4.1,
we briefly present local features, such as the standard scale invariant feature

115
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Figure 4.1: Local features are computed on a grid without using interest point detectors.
All local features are clustered with a randomized decision forest and used to compute
bag-of-visual-words (BoV) histograms for each cell. Only one level of the pyramid is
shown in this figure.

transform (SIFT) approach of Lowe (2004) and its generalizations to color
images as presented by van de Sande et al. (2010). The bag of visual words
(BoV) principle used in our experiments and our computer vision applications
is described in Section 4.2. Kernel functions allow incorporating application-
specific prior knowledge into the learning process. Section 4.3 reviews image-
based kernel functions, i.e. methods that calculate the similarity between images
and satisfy the Mercer condition (Theorem (2.3)).

4.1 Local Features

Local features are currently one of the key ingredients of high-level computer
vision approaches like visual object recognition (van de Sande et al., 2010) and
3d reconstruction (Agarwal et al., 2009; Snavely et al., 2006). Their application
in current computer vision research is omnipresent and it seems to be hard finding
a paper not using local features as one of the fundamental parts. Local features
are often motivated by part decompositions of objects (Fergus et al., 2003), which
can not be handled by global or holistic features (Torralba, 2003). The aim of
local features is to represent an image with a set of vectors £ = {(p®), 1)) W
that is robust with respect to different transformations and distortions of the
image, such as rotations and illumination changes in the scene. The term “local
feature” always refers to two aspects: a feature detector and a local descriptor.
The detector tries to find locations (keypoints) p(*) in the image that are easy
to relocate in subsequent views of the scene such as corners. In contrast, the
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descriptor calculates a feature vector 1™ e U of fixed dimensionality for each
position p(¥).

4.1.1 Dense Sampling

In the following, we restrict our presentation to local feature descriptors rather
than detectors (Mikolajczyk et al., 2005). In our visual categorization experi-
ments, we calculate local features on an image grid and on several fixed scales.
As suggested by van de Sande et al. (2010) and realized in their software, we use
a triangular grid', which has the advantage that sampling is much more efficient,
i.e. fewer sample points are needed to reconstruct a band-limited continuous
signal (Dudgeon and Mersereau, 1984, Section 1.4.3). This method referred
to as dense sampling often achieves better categorization results compared to
representations based on estimated keypoints (Nowak et al., 2006). In our ex-
periments, we use the scales o € {1.6,3.2} and a spacing of 10 pixels between
each interest point.

4.1.2 SIFT Descriptor

The visual appearance of objects in images is often dominated by object bound-
aries or a specific texture with characteristic edges. Therefore, the main idea
of the SIFT descriptor is to compute a histogram of gradient orientations. An
important property of the gradient orientation is its invariance to global illumina-
tion changes. Let g : R> — R be a gray-value image function and v : R — R
be a one-dimensional function that maps all gray-values g = g(p) according to
a global illumination change. By using the chain rule, we derive the following
for the normalized gradient direction:

{Vu(g)} (p) ! (du ~ Va(p)
T(vale)) @) (dg(g"’”> N2

Thus, the gradient orientation is not affected by strictly monotonically increasing
global illumination changes, i.e. maps u(-) which do not change the order of
gray-values. Note that the SIFT algorithm computes gradients not directly in
the image, but in a smoothed image {h, * g} (p) with b, being the Gaussian

j—;mp))

I'The triangular grid is sometimes called hexagonal sampling (Dudgeon and Mersereau, 1984) or
honeycomb structure (van de Sande et al., 2010).
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Figure 4.2: Calculation of the SIFT descriptor: (1) image gradients are calculated in a
pixel neighborhood and weighted with an isotropic Gaussian mask; (2) an orientation
histogram is computed for each block. Note that this visualization is simplified and uses
a 8 x 8rather than a 16 x 16 sample array (Lowe, 2004).

filter with scale o. The scale is estimated by the detector or manually predefined,
if scale-invariance is not important (Section 4.1.1). Therefore, the illumination
invariance only holds approximately for small scales o.

The standard SIFT descriptor of Lowe (2004) calculates the gradient strength
and orientation in a neighborhood around a position with a 16 x 16 sample
array. The size of the neighborhood depends on o. Gradient orientations are
quantized into 8 different directions and 16 histograms are build by grouping
cells of 4 x 4 samples, which results in a .S = 128 dimensional feature vector.
The contribution to histogram cells is weighted with the gradient magnitude
and an isotropic Gaussian centered at the feature position. Weighting with
the gradient magnitude can be justified by an error analysis of the gradient
orientation computation:

0, = arctan (?’) : (4.2)
with g, and g, being the image gradients, i.e. (g,,9,)7 = Vg(p). If the
gradients are disturbed by A, and A, we can analyze the resulting error for
by first-order Taylor approximation:

gy+Ay> (gy>' :

arctan | = | —arctan [ = || & — |gz - &y — 9y - Dz -

(gﬁAx e \|Vg||2| v~y Bl
4.3)
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Thus, the weighting can be seen as accounting partially? for the expected error
made in calculating the orientation.

Grouping the orientations offers some robustness to small distortions. A
rotational invariance can be achieved by storing orientation histograms relative to
the main orientation of the local feature. The work of Zhang et al. (2007) shows
that using a large degree of invariance is not beneficial for image categorization
applications. For example, some objects have a main orientation in images,
i.e. cars displayed upside down are unlikely. Figure 4.2 depicts the main steps
involved. Our review of the SIFT algorithm omits some implementation details.
A complete algorithm description can be found in the original paper of Lowe
(2004) and an evaluation of different local descriptors is given by Mikolajczyk
and Schmid (2005).

4.1.3 Local Color Features

The original SIFT descriptor is designed for gray-value images. However, visual
object recognition benefits from additional color cues. For example, recognizing
the category fire truck is a rather difficult task when considering gray-value
images, but easier with access to color images and features. There is a huge
variety of methods available that compute local color features. Building upon the
early work of van de Weijer and Schmid (2006), van de Sande et al. (2010) give
a comprehensive overview and evaluation in the context of image categorization
and video retrieval. In our work, we use two different local features, rgSIFT and
OpponentSIFT that achieved the best results. Whereas rgSIFT simply computes
SIFT descriptors on all three normalized RGB channels and concatenates them,
the OpponentSIFT approach uses the opponent color space as proposed by van de
Weijer et al. (2005):

01 R-G 1 -1 0 R
oo |=|R+G-2B |=|1 1 =2 G| - 4.4)
03 R+G+B 1 1 1 B

The components of the color space are denoted by o1, 02, 03 and we skipped the
additional multiplicative factors given by van de Sande et al. (2010) as they are

2Note that instead of using the quadratic gradient magnitude as suggested by Eq. (4.3), Lowe
(2004) uses ||Vg]|| for weighting.
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not relevant for SIFT descriptor calculation. The first two channels 01 and o, are
invariant with respect to a global constant added to the RGB vector. Note that o3
is the non-weighted gray-value. For our experiments in Chapter 5, we utilize the
software provided by van de Sande et al. (2010).

4.1.4 Local Range Features

Information about the real 3d structure of an object is normally lost during
acquisition with standard 2d color cameras, but depth information can give
important cues for object recognition tasks. In Section 5.8, we consider the
combination of a standard 2d CCD camera and a time-of-flight (ToF) camera,
which provides depth images in realtime. In this section, we briefly review local
features working on range images, which were originally proposed by Hetzel
et al. (2001) for specific object recognition and utilized by Hegazy (2009) and
Rodner et al. (2010) for recognition of objects on a category level. All features
are computed for each pixel and quantized to build local histograms.

Pixel Depth A local histogram of depth values is the simplest available feature.
All values are naturally invariant with respect to image plane translations and
rotations and provide a rough representation of the object shape. As pointed out
by Hetzel et al. (2001), depth histograms can be misleading in scenarios with a
large amount of background clutter and the presence of multiple objects.

Surface Normals A histogram of surface normals represented as a pair of
two angles (¢, 0) in sphere coordinates provides a first-order statistic of the
local object shape. Surface normals can be easily derived by approximating the
gradient with finite differences. The use of surface normals for recognition tasks
is also studied in our work on place recognition and rough self-localization of a
robot (Kemmler et al., 2009), which is not part of this thesis.

Curvature and Shape Index Representing local curvature in the depth map
can be done by using the shape index introduced in Koenderink and van Doorn
(1992) and applied in Hetzel et al. (2001):

1 1 <Cmax (P) + cmin(P) > 4.5)

S(p) = = — — arctan
( ) 2 ™ Cmax(p) - Cmin(p)
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where cmax (p) and cmin(p) are the principle curvatures computed at a point p.
The principal curvatures are proportional to the eigenvalues of the structure
matrix (Lowe, 2004). Therefore, the second derivatives have to be computed in
order to calculate the shape index.

4.2 Bag of Visual Words

The methods presented in the previous section allow us to compute a local
feature representation £ of an image. Subsequent feature computation steps
completely rely on this representation without using any further information
extracted from the image. There are two alternatives how to perform learning
with such representations: (1) calculate a feature vector of fixed dimensionality
or (2) use kernel functions two compare two local feature sets. In the following,
we concentrate on how to turn a set of local features in a feature vector of fixed
dimensionality with the bag of visual words (BoV)? approach (Dance et al., 2004;
Willamowski et al., 2004). The second principle is explained in Section 4.3 and
heavily relies on the BoV principle.

4.2.1 Images as Collections of Visual Words

The BoV approach can be introduced intuitively as orderless and plain object
part representations. For example, if we know the image contains two eyes,
four legs and several parts of striped fur, it is likely to contain a zebra or an
okapi. This example translates to local feature representations as follows. Let us
assume that each training image contains a single object and that local features
capture object parts. If we consider the set of all local features | J;—_; L0 =
A }?:’Vlv,kzl obtained from every training image 4, typical object parts would
cluster together in the high-dimensional input space U/, (R'?® for SIFT features).
If we additionally know the clusters and count the number of local features
belonging to each cluster for each image, we arrive at the same type of features
as used in our initial example.

The bag of visual words approach can be divided in two steps: (1) quanti-
zation of local features and (2) calculation of histograms for each image. Let
us formulate these steps in a more detailed manner. In the first step, a suitable

3 Alternative names for bag of visual words are: bag of features (BoF) (Lazebnik et al., 2006a),
bag of keypoints (Willamowski et al., 2004), bag of words (BoW) (Niebles et al., 2008).
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quantization of the set U/ has to be defined, which is mostly done by clustering
algorithms or the random decision forest method reviewed in Section 4.2.2. A
quantization (clustering or codebook) is a finite decomposition of the set I/, e.g.
afunction ¢ : U — {1, ..., n,} which returns the corresponding cluster index
of an element of /. Equivalent terms for clusters are cells or codebook elements.

Building a histogram h( = (hgi), Cey hSQ)T for each image i is straight-
forward but care has to be taken of several important normalization aspects. If
we consider the example given in the beginning of this section, we would use a

(0,
{k\q (l““')) :j}‘ . (4.6)

J
However, absolute counts are not invariant with respect to the number of local
features W in an image. Due to this reason, relative counts seem to be more
suitable:

histogram of absolute counts c

R = ) 2

J

-1

R = (ST 4.7
J'=1

A third variant uses an additional binarization method applied to the his-
tograms with thresholds estimated by mutual information (Dorké and Schmid,
2003; Vidal-Naquet and Ullman, 2003; Nowak et al., 2006; Ullman et al., 2002;
Epshtein and Ullman, 2006, 2005) or simply set to zero. Additional modifications
include: smoothing histograms (Deselaers et al., 2005), applying topic mod-
els (Monay et al., 2005; Bosch et al., 2008) and its randomized extensions (Rod-
ner and Denzler, 2009b) to build compact BoV representations. Marszalek and
Schmid (2006) incorporate shape masks given as additional training information
and used to perform a spatial weighting of local features. The work of Ommer
and Buhmann (2007) uses the BoV histograms of ensembles of neighbored local
features and combines their information and dependencies in a graphical model.

4.2.2 Supervised Clustering

Calculating BoV histograms as given in Eq. (4.7) is done both in training as
in testing for each image. One important step during learning is to estimate a
quantization of local features from all training examples. Common approaches
apply standard clustering techniques, such as k-Means (Dance et al., 2004),
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presence of a category in the image. The size of the codebook can be changed to
a fixed value by pruning the random decision forest after the learning until the
required number of leaf nodes is reached.

Despite being able to derive discriminative clusters, another important ad-
vantage is the short computational time needed to create a codebook. Whereas
common algorithms, such as k-Means or Gaussian mixture models, have a
quadratic runtime and are only tractable with previous subsampling (Horster
et al., 2007; Lazebnik et al., 2006a) or feature reduction (Wang et al., 20006),
random decision forests can be quickly build and accelerated by increasing
the degree of randomization (Section 2.3.2). An additional advantage of this
method, is the availability of a local classifier, which can be used for building
saliency maps (Moosmann et al., 2006a), which are probability maps show-
ing the rough location of the object. The underlying ideas of the semantic
segmentation approach of Shotton et al. (2008) are similar and also use a ran-
dom decision forest as a local classifier and a clustering method in conjunction.
Note that our published paper on semantic segmentation (Frohlich et al., 2010)
shows the usefulness of random decision forests and local features beyond image
categorization for the task of facade detection.

4.3 Image-based Kernel Functions

A common way to use BoV histograms for image categorization is to use them
as feature vectors and apply a linear or kernel classifier with a standard kernel,
such as the Gaussian kernel (Section 2.4). The disadvantages of this procedure
are: (1) lack of information about the underlying structure and density of the
set of local features; (2) no location information is incorporated and images are
represented as collections of unordered parts.

Coping with these issues can be done with image-based kernel functions,
which are partly reviewed in the following section. Instead of extracting features
of an image and applying a standard kernel function, image-based kernel func-
tions can be seen as defining a kernel function directly on images rather than on
plain vectors.
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4.3.1 Pyramid Matching Kernel

The pyramid match kernel (PMK) of Grauman and Darrell (2007)* allows com-
paring two sets of multi-dimensional vectors. For image categorization the sets
are local descriptors of two images, i.e. £(Y) and £) € P (). The PMK
algorithm can be introduced as an approximation of the error of an optimal
matching of both sets:

.= 19 00 49
o= in 3| . “9
where 109 and 10+7) are elements of £() and £), respectively, [|-]|; is the

L;-norm and 7 is an injective map. Computing the matching error and solving
the matching problem requires a cubic runtime O(W?) in the number W of
local descriptors using the Hungarian method (Kuhn, 2010). Thus, in order to
develop an efficient method to compare two sets using their matching error, an
approximation is needed.

The main idea of the PMK framework of Grauman and Darrell (2007) is
to utilize L quantizations ¢() : 1f — {1,. (l)} of the feature space U with
increasing resolution, i.e. nfj” . < n(L 2 and the restriction that every cell
of the quantization at level £ is a subset of one of the cells at level £ + 1 . Note
that in the paper of Lazebnik et al. (2006a), the quantization of level zero has
the highest resolution, i.e. largest number of cells. In contrast, we stick to the
conventions used in Grauman and Darrell (2007), which define level zero to have
the smallest number of cells. Grauman and Darrell (2007) divide each dimension
in 2¢ equivalent ranges to construct the quantization ¢'“). An extension using
data-dependent quantizations is provided by Grauman et al. (2006). With the
set of quantizations, a notion of approximate matching can be defined. Two
elements of I are said to approximately match at level ¢ if they belong to the
same cell of the partitioning. The pyramid match kernel is the approximate
matching similarity defined as:

KK (@) p ZW N, (4.10)

4 An original version of this paper more related to the computer vision area is Grauman and
Darrell (2005)



126  Chapter 4. Visual Categorization

where Ny is the number of new approximate matches on level ¢ weighted by
level dependent weights w,. The weights are important, because an approximate
match on a finer level should have a stronger influence on the similarity value.

Let H(L) = (h(o) £),..., h(L_l)(ﬁ)) be the collection of histograms

resulted from each quantization q(z) , Le.

pO) = |{k1a9a®) =5} . @.11)

The minimum intersection kernel is a convenient way to express the number of
approximate matches on a certain level:
n{®
e . 14 i 4 i’
L%y min (h§.)(£<>),h§>(/:( >)> , (4.12)
j=1
where we skipped the dependency on £() and £U). We use the formal definition

I_1 = 0 which is useful for expressing the number N, of new matches at level ¢
as follows:

Ne=1Ip—1—1 , (4.13)

for 0 < ¢ < L — 1. With this definition we have Ny = I, which means that
every approximate match on the coarsest level is new. We are now ready to
combine everything and derive a direct expression for the pyramid match kernel:

L—-1
KPMK(E(Z')7£(¢/)) — Z wy (Ip — Ip—1) (4.14)
£=0
L—2
=wp1-Toa+ Y (we—wen) I (4.15)
/=1

where we have rewritten the alternating sum to a computationally more efficient
expression that directly uses the values I, of the minimum intersection kernel.
The weights are positive and can be moved inside of the minimum expression
in Eq. (4.12), which allows writing Eq. (4.15) as a single evaluation of the
minimum kernel with suitably weighted feature vectors. An important benefit
of the minimum kernel is its ability to exploit sparse features. Entries of BoV
histograms are build by only a few elements, which leads to a high degree of



4.3 Image-based Kernel Functions 127

sparsity especially for higher levels in the quantization pyramid. The result
of Eq. (4.15) shows that the pyramid match kernel can be represented as a
weighted sum of minimum intersection kernels. Therefore, it satisfies the Mercer
condition (Theorem 2.3) if we use non-increasing weights wy, such as w, = 27
as proposed by Grauman and Darrell (2007). With a different number of local
features for each image, the PMK formulation of Eq. (4.15) favors larger sets.
Therefore, Grauman and Darrell (2005) suggest normalizing the kernel value as
follows:

K-PMK(ﬁ(i)7 ﬁ(i/))
\/KPMK(ﬁ(i)7£(i)) CKPMK (L) L)) ’

KPMK(£0) £y = (4.16)

The PMK framework can be justified from a theoretical point of view by
bounding the pyramid match value K™™X in terms of the optimal matching
cost (4.9) as done by Grauman and Darrell (2007).

4.3.2 Spatial Pyramid Matching Kernel

The PMK framework presented in the previous section allows comparing sets of
features in a very efficient manner. For image categorization applications, we
can consider comparing sets of local descriptors and use the resulting kernel for
classifiers such as SVM (Section 2.5) or GP approaches (Section 2.6.1). In the
previous section, we followed Grauman and Darrell (2007) and demonstrated
how to build a quantization pyramid for local descriptors neglecting location
information completely.

The spatial pyramid matching kernel (SPMK) as proposed by Lazebnik
et al. (2006a) utilizes the PMK framework to compute a rough geometric cor-
respondence between two images by building a quantization pyramid for local
descriptors and their corresponding positions. To be more precise, the quantiza-
tion of local descriptors is fixed and realized by some clustering method such as
the one described in Section 4.2.2. The quantization of the image positions arises
naturally and is done by recursively dividing the image into 2 X 2 or 3 x 1 cells
(van de Sande et al., 2010). The PMK histograms h(z)(ﬁ) of each level / are
simply concatenations of the BoV histograms computed in each cell of the image
decomposition. By utilizing these histograms, the calculation of the kernel value
is straightforward and equivalent to the pyramid match kernel (4.15). Figure 4.4
shows an example of the image decomposition and the resulting histograms for
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the special case of the pyramid of histograms of orientation gradients (PHoG)
kernel. The visualized principles also hold for SPMK.

He et al. (2008) extend the SPMK framework by learning the weights wy
from available training data. A more general theoretical framework including
PMK and SPMK is presented and analyzed by the work of Vedaldi and Soatto
(2008), which also proposes a kernel based on matching arbitrary planar graphs
rather than predefined grid structures. Bo and Sminchisescu (2009) use kernels
to compare single descriptors, which can be seen as a soft matching approach.

Pyramid of Histograms of Orientation Gradients The PHoG kernel of
Bosch et al. (2007) can be regarded as a special case of SPMK. Instead of
utilizing a codebook estimated from training examples, the PHoG kernel uses
histograms of gradient orientations in the same fashion as done by the SIFT
descriptor (Section 4.1.2) or the original histogram of oriented gradients (HOG)
descriptor of Dalal and Triggs (2005). There are some minor implementation
differences, such as the use of a binarized gradient image, which can have a high
impact on the resulting recognition performance. We refer to Bodesheim (2011)
for a further discussion on these issues. For our experiments, we use the original
implementation of Bosch et al. (2007).

4.3.3 Real-time Capability

Our bag of visual words framework is able to work close to real-time (around
5 frames per second) for small image sizes (320 x 240 pixels). To achieve this
performance, we use the GPU implementation of SIFT provided by Wu (2007).
Clustering SIFT descriptors with a random decision forest only takes a small
amount of computation time. Even the the building process of the forest can be
done in a few seconds when distributing learning of the trees to different cores.
Finally, calculating the minimum intersection kernel highly benefits from using
sparse vector representations.
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Figure 4.4: Visualization of the pyramid of histograms of orientation gradients (PHoG)
approach (Bosch et al., 2007). The rows show results of the main steps involved: (Row
1) a binarized gradient image is calculated; (Row 2) the image is divided into several
cells; (Row 3) a gradient orientation histogram is calculated for each cell; (Row 4) all
cell histograms of a level are concatenated. Steps (2) to (4) follow the spatial pyramid
matching approach presented in Section 4.3.2 (figure adapted from Bodesheim (2011))
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Chapter 5

Experiments and
Applications

In the following chapter, all presented algorithms and approaches are evaluated
empirically and compared to previous methods. The evaluation methodology and
the used datasets are described in Section 5.1 and are based on state-of-the-art
benchmarks. Our transfer learning methods are analyzed in Section 5.2 and
Section 5.3 for binary transfer learning with a predefined support task and with
automatic support task selection. Section 5.4 studies multi-class transfer learning
experimentally. Furthermore, we show the applicability of our one-class classifi-
cation methods for different visual recognition tasks like image categorization
(Section 5.5), action detection (Section 5.6), and defect localization (Section 5.7).
In addition, we demonstrate the benefits of the usage of a time-of-flight camera
for generic object recognition (Section 5.8).

5.1 Evaluation Methodology

In the following, we briefly present different performance measures used to
evaluate our algorithms in subsequent sections. The selected evaluation strategies
are commonly applied in current research and have shown to be valuable tools
to compare different machine learning systems.

The performance always depends on the selected training and test set and the
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variability can be rather high depending on the difficulty of the task. Therefore,
we randomly select Z training sets, which are in general overlapping, and use all
other examples of the dataset for testing. This procedure allows us to utilize more
robust averaged performance values. The corresponding standard deviations can
be used for testing the statistical significance.

5.1.1 Multi-class Classification

Let us consider a multi-class classification task with M classes or categories.
Every definition of a classification performance value starts from the confusion
matrix C € NM*M which is defined as follows:

def
Cy

{x € D'**" | x belongs to class j but was classifiedas i}| . (5.1)

Furthermore, let us use ng as a notation for the number of examples of class
7 present in the test dataset. It can be derived from the confusion matrix by
computing column sums, i.e. n; L Zﬁ1 C;;. The total number of examples in
Dt is denoted as n'. The most common measure is the overall recognition rate,
which simply counts the number of correct classification results:

M
err-ov = %Z Cj; = 7trac:;(0) . (5.2)
j=1
A severe disadvantage of this evaluation metric arises in situations with an
imbalanced test dataset, i.e. when the variability of ng is rather high. For
example, if we have a test dataset of 990 examples of class 1 and 10 examples
of class 2, a trivial classifier, simply assigning every example to class 1, would
achieve an overall recognition rate of 99.0%. Due to this reason, we utilize the
average recognition rate, which averages all class-specific recognition rates (or
hit rates) in the following manner:

Moo
err-avg « Z # . 5.3)
n

j=1 ""J

This measure is unbiased and every category has the same impact on the recog-
nition rate. Both types of recognition rates can also be used to evaluate binary
classification tasks. However, average and overall recognition rates assume equal
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misclassification costs and costs related to the empirical class distribution in
the training set, respectively (Provost et al., 1998). Both choices might not fit
well to the application scenario under consideration. Therefore, we use different
performance measures to evaluate algorithms for binary classification tasks.

5.1.2 Binary Classification

As suggested by Provost et al. (1998), binary classification systems should not
be evaluated by accuracy or recognition rates, because those measures can be
misleading and are inherently using a fixed cost model for misclassifications. In
this thesis, we mainly use receiver operator characteristic (ROC) curves, which
allow evaluating the performance of an algorithm independent of a cost model.
In a binary classification task, we have a 2 x 2 confusion matrix and we use the
following notations:

TN (true negatives) FN (false negatives)
C= . (54)
FP (false positives) TP (true positives)

The prerequisite of utilizing ROC curves is the availability of a classification
score rather than a simple discrete decision. Thus, there are multiple ways to do
a classification decision based on thresholding the score. For each threshold ¢,
we can compute the false positive rate and the true positive rate as follows:

FPR(1) = 2 Ry = P (5.5)

Nneg Tlpos

with 75 and 1, being the number of positive and negative examples, respec-
tively. Considering all possible thresholds, and the corresponding true positive
and false positive rate, yields a two-dimensional curve, which is called ROC
curve. An optimal performance would be reached, if the ROC curve passes the
point (0, 1) and thereby achieving zero false positives and 100% true positives.
However, comparing curves can be difficult and sometimes it is beneficial to
boil done everything to a single number. The area under the ROC curve (AUC)
provides such a measure. An example can be found in Figure 5.1(a). The AUC
value also determines the probability of having a positive example x; and a
negative example o with the correct relation of the classification score, i.e.

f(@1) > [f(a2).
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Figure 5.1: Performance measures for binary classification: (a) receiver operator char-
acteristic (ROC) curves with the area under the ROC curve (AUC) criterion shown as a
shaded area; (b) precision-recall curves with the average precision shown as a shaded
area.

An alternative technique to evaluate binary classification tasks is to use
precision-recall curves (PR curves), which are defined similar to ROC curves:

TP() precision(t) = TP(t)

recall(t) = TPR(¢) = oo TP(E) 1 FP(D) °

(5.6)

Note that “recall” is just another synonym for true positive rate. Plotting both
measures for different thresholds leads to a curve similar to Figure 5.1(b) with
a characteristic saw-tooth shape. The optimal working point is at (1,1) and
the average precision, which is computed as the area under the curve, reduces
everything to a single performance measure. The advantage compared to ROC
curves is that a precision-recall analysis is more suitable for large-skew class
distributions, i.e. a setting with a large variability in prior class probabilities
(Davis and Goadrich, 2006). Although there are some interesting and tight
connections between the AUC measure and average precision, they do not
necessarily lead to the same performance ranking of algorithms (Davis and
Goadrich, 2006).
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5.1.3 Datasets for Visual Object Recognition

In the main part of our experiments, we use different types of publicly available
image databases and categorization benchmarks, which are briefly described in
the following. Example images of each dataset are given in Figure 5.2. We use
different experimental data for wire rope analysis, action detection, and generic
object recognition with multiple sensors. Therefore, details as well as some
example images are included in the corresponding sections.

Handwritten Latin Letters The database of Fink (2004) is a collection of
images containing handwritten Latin letters, resulting in 26 object categories. For
each category, 60 binary images are provided. Every image has a size of 35 x 35
pixels. The main advantage of this database is its simplicity, which allows using
very basic feature extraction methods. Optical character recognition applications
are in general suitable for studying transfer learning algorithms, because letters
often share important similarities and common image transformations.

Caltech-101 and Caltech-256 The Caltech-101 database was introduced by
Fei-Fei et al. (2006) and is one of the most famous benchmarks for categorization
approaches. It consists of 100 object categories and one background category.
Images have been downloaded with image search engines and partly processed
afterward to have one dominant orientation of objects within a category (Fei-Fei
et al., 2006). Griffin et al. (2007) extended the database resulting in Caltech-256.
There are several advantages of both databases. The most important one is
the variability of the object categories. As can be seen in Figure 5.2(a), the
database consists of photos, drawings, and symbols. This property is ideal to
test transfer learning algorithms that automatically select support tasks, such as
our GP approach presented in Section 3.4. Another advantage is the presence
of a background category, which allows for easily testing of one-class and
binary classification methods. Furthermore, the Caltech-256 has been used
for evaluating transfer learning methods in the work of Tommasi et al. (2010)
and Tommasi and Caputo (2009). Therefore, performing experiments with this
database allows for direct comparison. However, this database suffers from a
severe dataset bias, which is elaborated and discussed in Section 5.1.4.

Birds and Butterfly Dataset In addition to the already presented datasets,
we combined the bird and butterfly datasets used in Lazebnik et al. (2004) and
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Lazebnik et al. (2006b). The goal is to create a categorization benchmark with
object categories that can be divided into two different semantic sets. It should
be noted that we do not compete with the results of Lazebnik et al. (2006b),
because their work focuses on recognition with a part and constellation approach
rather than on image categorization with global BoV features.

5.1.4 Discussion about other Databases and Dataset Bias

The works of Ponce et al. (2006) and Torralba and Efros (2011) discuss the bias
of certain image databases. As argued by the authors of both papers, the Caltech-
101 database is not suitable to train recognition systems that are aimed to work in
complex real-world applications and scene understanding tasks. One important
reason is that object images of this database were mainly captured from online
shops, which show the object in a center position and often in front of artificial
backgrounds. This leads to a bias, which has been already observed in Figure 3.8.
Furthermore, due to the post-processing applied by Fei-Fei et al. (2006), images
of some categories (e.g. airplanes and motorbikes) show a characteristic image
border, which can be exploited by classification systems to distinguish them
easily from other categories.

We use the Caltech databases without these critical categories to evaluate
our transfer learning algorithms due to the reasons given in Section 5.1.3. Addi-
tionally, other object databases are often not directly suitable to assess transfer
learning algorithms. For example, the Pascal VOC databases (Everingham et al.,
2010) only comprise twenty object categories, which is not sufficient to evaluate
the performance in heterogeneous transfer learning situations. Furthermore, the
difficulty of this database shifts the focus towards the feature extraction rather
than the underlying machine learning algorithms. The mammals database of
Fink and Ullman (2008) was directly designed to serve as a benchmark for visual
transfer learning algorithms. However, it severely suffers from label noise and
has been used only by a small number of researchers.

A suitable alternative database for evaluating transfer learning algorithms
would be the ImageNet database of Deng et al. (2009), which was recently
released to compare large-scale classification approaches. Nonetheless, up to
now our GP approaches do not scale to millions of training images. Further
information about this research topic is given in Section 6.2.
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5.2 Binary Transfer Learning with a Predefined
Support Task

The following section studies binary transfer learning and aspects of the proposed
methods. As defined in Section 3.1, the aim of binary transfer learning is to use
prior knowledge from previously learned binary classification tasks to support
the learning of a new target task. In this section, we concentrate on transfer
learning with a single predefined support task. Automatic selection of support
tasks with dependent Gaussian processes will be evaluated in Section 5.3. The
experimental setup is briefly described in Section 5.2.1. Furthermore, we evaluate
our relevance transfer method in detail in Section 5.2.2. A comparison of all
three methods presented in this thesis for binary transfer learning is given in
Section 5.2.3.

5.2.1 Experimental Dataset and Setup

We use image data from the Caltech-101 dataset (Fei-Fei et al., 2006) to show
the applicability to image categorization tasks. Four classes are used to conduct
binary classification tasks: okapi, gerenuk and chair vs. the Caltech background
class. The training set consists of a varying number of images from the object
category and 200 training images of the background class. Figure 5.2(b) shows
example images of each category. Performance is measured with the area under
the ROC curve averaged using the results achieved from 10 random selections
of the training set.

Feature extraction is done by computing a bag of visual words (BoV) repre-
sentation of OpponentSIFT features as described in Chapter 4. We use binarized
BoV histograms and a codebook of 1500 visual words generated with the method
described in Section 4.2.2.

The dependent Gaussian process method, which is evaluated in Section 5.2.3,
utilizes a Gaussian kernel with hyperparameter v = exp (—2.5). For the regu-
larized tree method, we set the hyperparameter o2 of the constrained Gaussian
prior to 0.001, which is not optimized with respect to the test set. Parameter
values of the randomized decision forest classifier, are chosen according to the
standard values given in Table B.2.
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5.2.2 Evaluation of Feature Relevance Transfer

In preliminary experiments, we evaluate our transfer learning approach presented
in Section 3.3, which transfers information about the relevance of features. The
results of the experiments can be summarized as follows:

1. Transferring feature relevance from related tasks helps to improve the
recognition performance in the case of few training examples.

2. The benefit is most prevalent, if the support task is visually similar to the
target task.

3. A maximum a posteriori estimation of the probability of feature relevance
is not necessary and we can use a flat prior with 5 = 1.

Dirichlet Parameter In a first experiment, we evaluate the influence of the
prior distribution in Eq. (3.23) (Section 3.3.5). This data-independent prior
distribution serves as a smoothing term for the estimation of relevant features.
We build a random decision forest using a fixed set of 30 examples of the okapi
class and 200 examples of the background class. By using the learned forest, we
estimate feature relevance as described in Section 3.3.5 with a varying Dirichlet
parameter (5. The estimates are used to perform transfer learning with our feature
relevance method utilizing a fixed training example of the gerenuk class and a
set of background images. The classifier is evaluated on all remaining images of
the gerenuk task. Average performance values and the corresponding standard
deviation of Z = 50 runs are illustrated in Figure 5.3(a).

It can be seen that with an increasing value of 3 the performance drops and
the optimal value remains at 3 = 1. For this reason, we fix 3 to this value,
which corresponds to maximum likelihood estimation of 6. This highlights that
the complete removal of features that are irrelevant for the support task with
p(g;i € R) = 0, is beneficial. This may not be the case in situations with a
smaller feature set and features that are completely irrelevant for the support task
but essential for a target task.

Influence of the Ensemble Size We analyze the influence of the number T
of base classifiers in the ensemble. The same experiment as in the previous
paragraph is performed with a varying size of the ensemble. The results are
illustrated in Figure 5.3(b).
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The performance increases with the number of base classifiers in the ensem-
ble, which was also motivated theoretically in Section 2.2.3. Another interesting
effect is that the performance benefit of transferring feature relevance is most
prevalent when a small number of base classifiers are used. For further experi-
ments, we utilize random decision forests with 200 trees.

Different Support Tasks and Levels of Transfer In the following, we study
the performance of the binary classification task “gerenuk vs. background” with
different types of knowledge transfer:

1. transfer of feature relevance using the support classes okapi and chair,

2. using the BoV codebook of the support class without transferring feature
relevance information, and

3. no knowledge transfer, i.e. random decision forests (Section 2.3) applied
to the few examples of the target task.

Note that the latter variant also means that a codebook is generated only from
training examples of the target task. Figure 5.4(a) illustrates the resulting recog-
nition rates. Additionally, Figure 5.4(b) shows the same results for the class
okapi with prior information learned from the gerenuk task.

At a first glance, it can be seen that transferring feature relevance from related
tasks improves the recognition performance compared to learning without knowl-
edge transfer. This performance benefit is most prevalent with a visually similar
class, such as the corresponding related animal class. Using prior knowledge
from the chair class is in some cases also beneficial. It is most likely that this
is due to learning of a natural generic prior knowledge, which also showed in
other work to improve the recognition performance (Fei-Fei et al., 2006). An
additional discussion about generic prior knowledge is included in Section 5.4.4.

Transferring only the BoV codebook of the support task also increases the
performance. The difference between our feature relevance approach and this
method in Figure 5.4(a) for one training example might seem to be minor and
insignificant, due to a standard deviation of about 1% in the previous experiment
(Figure 5.3(a)). However, using a paired t-test and the corresponding average
results of all 10 training and test runs, we are able to show significance with a
level of p < 0.003.
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Figure 5.5: Comparison of all three transfer learning approaches presented in this the-
sis: Transfer learning with regularized trees (RegTree, Section 3.2), feature relevance
(Section 3.3) and dependent Gaussian processes (DepGP-Reg, Section 3.4). The graphs
show the performance of the classifiers on the target task okapi and gerenuk utilizing the
support tasks gerenuk and okapi, respectively.

5.2.3 Comparison of all Methods for Binary Transfer

In the following experiments, we compare all presented transfer learning methods
applied to transferring knowledge between binary classification tasks. As a
target task, we utilize the object categories okapi and a varying number of
training examples. We also use the predefined support task gerenuk and the
corresponding BoV codebook obtained from 30 training examples. Another
experiment is derived by exchanging target and support task. The results are
depicted in the two plots of Figure 5.5. An evaluation of the automatic selection
of support tasks with our dependent GP method will be done in Section 5.3.

First of all, let us have a look on the performances of independent learning.
Blue graphs (the plot is best viewed in color) show the performance of standard
RDF and a GP classifier using label regression, which do not transfer any
knowledge from the support task. It can be seen that the GP method outperforms
the RDF classifier, however, both methods achieve a comparable performance
for 5 training examples.

Let us first have a look on the results of the first experiment in Figure 5.5(a).
Our dependent GP approach achieves the best performance. Note that in spite
of a predefined support task, the method still determines the task correlation



5.2 Binary Transfer Learning with a Predefined Support Task

Table 5.1: Comparison of the transfer learning methods developed in this thesis.

Advantages

Disadvantages

Dependent
Gaussian processes

allows for automatically select-
ing the support task and the de-
gree of transfer

achieves the best recognition per-
formance

suitable for all kernel functions

cubic runtime O (n?) for learning
runtime for classifying one test
example depends on the number
of support training examples

Feature relevance
transfer

can be easily integrated in current
systems
no additional computational load
compared to independent RDF
learning

worst performance in our binary
transfer experiments

Regularized
decision trees

pre-build decision trees are re-
used, which allows for online
learning on a category level

allows for multi-class transfer

hyperparameter selection of the
prior is crucial

overfitting effect for multi-class
transfer (Section 5.4)
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parameter automatically. The regularized tree method results in a lower perfor-
mance but compared to the feature relevance method it performs significantly
better. Furthermore, every transfer learning method improves the area under the
ROC curve compared to the corresponding baseline approach (RDF or GP). In
addition, the regularized tree method does not converge directly to independent
learning with the RDF classifier. The results of the second experiment in Fig-
ure 5.5(b) are similar. The most interesting difference is that the dependent GP
approach and the regularized tree method achieve a comparable performance for
n > 1.

Table 5.1 compares all three methods with respect to their advantages and
disadvantages.

5.3 Heterogeneous Transfer Learning

The following experiments study the suitability and different aspects of our
transfer learning method based on dependent Gaussian processes (Section 3.4).
In contrast to the previous section, we consider sets of binary classification
tasks with very different characteristics and try to select a suitable support task
automatically. We investigate the influence of our WordNet pre-selection method
(Section 3.4.4) and compare our approach to two state-of-the-art transfer learning
techniques. The results of the experiments can be summarized as follows:

1. Our transfer learning approach improves the performance on average
compared to independent learning, even with a large heterogeneous set of
available support classification tasks (Section 5.3.3).

2. By using WordNet pre-selection, we can achieve a performance gain for
nearly all classification tasks (Section 5.3.3).

3. Our method achieves higher recognition rates than Adapted LS-SVM
(Tommasi and Caputo, 2009) and its extended version (Tommasi et al.,
2010) in the case of unrelated object categories (Section 5.3.2).

4. Transfer learning with GP classification (Laplace approximation) improves
with respect to independent GP classification but fails to be competitive
with the label regression approach even for independent learning (Sec-
tion 5.3.3).
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5. Using the average precision of leave-one-out estimates as described in
Section 3.4.3 yields the best performance among several other model
selection criteria (Section 5.3.3).

5.3.1 Experimental Datasets and Setup

Experiments are performed using all 101 object categories of Caltech-101 and
a subset of the Caltech-256 database (Section 5.1.3). Both databases contain a
large number of challenging object categories and a suitable background category.
In each experiment a target task and few training images are selected. Training
and testing is done for each target task 100 times with a random split of the
data, which yields mean performance values. The performance of our transfer
learning method is compared to independent learning, which uses GP regression
with training images of the target task only.

5.3.2 Experiments with Caltech-256

We compare our approach using label regression (DepGP-Reg) to Adapted LS-
SVM as proposed by Tommasi and Caputo (2009) and Tommasi et al. (2010).
Therefore, we use the experimental setting described in Tommasi and Caputo
(2009) (Caltech-256 subsets, PHoG features) and the software provided by Tom-
masi et al. (2010), which includes both versions of Adapted LS-SVM. Two sets
of classification tasks are chosen to study the cases of (1) transferring knowledge
using only related support classification tasks (car, fire-truck and motorbike) and
(2) using a heterogeneous set (school-bus, dog and duck). Training and testing is
done with a variable number of training images for the target object category and
18 training images for the background and support categories. As a performance
measure, we use the mean recognition rate of all tasks averaged over all 100
random selections of the training data.

Note that in our publication in Rodner and Denzler (2010), we compare our
results to the ones provided in Tommasi and Caputo (2009, Figure 1(a) and 2(a)),
which differ from the figures obtained with the provided software and used in the
following analysis. This might be due to the manual selection of images done by
Tommasi and Caputo (2009), which lead to a subset of images where the object
is clearly visible without occlusion.

We also compare our approach to Tommasi et al. (2010), which allows
transferring from several support tasks in combination. The authors also use
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Figure 5.6: Caltech-256 results of our transfer learning approach, independent learning
and Adapted LS-SVM of Tommasi and Caputo (2009) and its extension proposed in
Tommasi et al. (2010).

multiple kernels to boost the recognition performance. However, we restrict our
experiments to a single kernel to focus explicitly on aspects of transfer learning.
Therefore, we limit the approach of Tommasi et al. (2010) to PHoG features
(Section 4.3.2) using the minimum intersection kernel (Section 2.4.2).

A pre-selection of classification tasks using WordNet is not applied in this
experiment.

Evaluation The results are shown in Figure 5.6. First of all, it is clearly visible
that learning benefits from knowledge transfer. Figure 5.6(b) also validate that
we are able to improve the results of Tommasi and Caputo (2009) and Tommasi
et al. (2010) in the “unrelated case”, in spite of achieving lower recognition
rates for our baseline approach without knowledge transfer. The interesting
observation is that in contrast to the previous approaches, our method is able
to extract suitable prior knowledge from the given support tasks. For learning
with few training examples and with given “related” support tasks, we achieve
a comparable performance to Tommasi and Caputo (2009) but inferior results
compared to Tommasi et al. (2010), which transfers information from all support
tasks at once. Furthermore, the classification performance of the GP framework
converges to higher values than the SVM approach.
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Figure 5.7: (a) Mean average precision of all tasks with a varying number of training
examples. (b) Different peaks of the one-shot learning performance for a varying number
of support classes J pre-selected using WordNet: Mean average precision of tasks, which
did not benefit from knowledge transfer without WordNet, and performance values of the
kangaroo task for different values of J. The results of the kangaroo task highlights the
importance of the combination of WordNet and our model-selection.

5.3.3 Experiments with Caltech-101

In these experiments, we use all 101 object categories as available support tasks
and a subset of possible target tasks (listed in Figure B.3(a)). As a performance
measure for each binary classification task, we use average precision as used
in the Pascal VOC challenges (van de Sande et al., 2010). Training and testing
is done with a variable number of training images of the target object category,
30 training images of the support categories and 200 background images. The
kernel function is computed using the SPM framework applied to OpponentSIFT
features and a visual codebook of 1500 elements (Chapter 4).

5.3.3.1 Evaluation and Comparison with Independent Learning

As can be seen in Figure 5.7(a), our transfer learning approach without WordNet
pre-selection improves the mean average precision compared to independent
learning when using few training examples and converges to it with more than
10 training examples. Furthermore, Figure 5.8(a) shows the results of GP classi-
fication with Laplace approximation for independent (GP-Laplace) and transfer
learning (DepGP-Laplace). The interesting observation is that independent GP
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Figure 5.8: (a) Comparison of GP regression and classification (probit model, Laplace
approximation) for independent and transfer learning. (b) Analysis of the average value
of the task correlation parameter p with respect to the number of training examples
(DepGP-Reg).

classification with Laplace approximation achieves a significant worse perfor-
mance in the case of few training examples compared to the label regression
approach. Transfer learning with dependent GP improves the performance in
a large extent, but still is unable to reach the performance of independent GP
regression. This result is in accordance with the statement of Bishop (2006, p.
216) that Laplace approximation needs a lot of data to provide good solutions.
Due to this reason, we restrict the following experiments to label regression.
The detailed results for each task using a single training example are included
in the appendix in Figure B.3(a) and deliver additional insight into the methods
behavior. Transfer learning improves the average precision for some tasks
significantly, e.g. task gerenuk with a performance gain of more than 11%, but
also fails for some other tasks like okapi. This is due to a wrong selection of
the support task using leave-one-out estimates and can be handled in almost
all cases by using the WordNet pre-selection method. Our transfer learning
method fails for the task watch, because there seems to be no related task in the
database. Figure 5.7(b) shows the benefit of WordNet for those cases by varying
the number J of pre-selected support tasks. The same plot also highlights that
severe pre-filtering with WordNet (J < 10) leads to worse results for the task
kangaroo. The same holds for the mean average precision of all tasks which is
lower for a strict pre-selection (with J = 3) compared to a pre-selection of only
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Figure 5.9: Mean average precision of all tasks using a single training example without
pre-selection and different model selection criteria (DepGP-Reg).

10 support tasks (cf. Figure 5.7(a)). Therefore, only a combination of WordNet
pre-selection with a selection based on leave-one-out estimates is reasonable
when confronted with a new task. Further investigation of the relationship
between both selection criteria is done in Section 5.3.3.3.

We additionally evaluated our approach with different model selection crite-
ria: average precision and area under the ROC curve calculated with leave-one-
out estimates, leave-one-out predictive probability (Rasmussen and Williams,
2005) with squashed variants (Tommasi and Caputo, 2009), and the conditional
likelihood of the target task training set (Cao et al., 2010). The results are shown
in Figure 5.9, justifying our choice of average precision using leave-one-out
estimates.

5.3.3.2 Analysis of the Adaptation of the Task Correlation Parameter

In Section 3.4.1, we showed how the task correlation parameter controls the
assumed correlation between the latent functions associated with a task and the
degree of transfer. Whereas for few training examples, we expect the optimal
task correlation parameter p to be around p = 0, it should decrease when the
size of the training set increases.

This intuition is verified in Figure 5.8(b), which plots the average of the
estimated value of p with respect to the training set size. The average is taken
over all tasks and random splits of the dataset corresponding to the previous
experiment. The mean value of the task correlation parameter indeed decreases
as expected in the first part of the graph. However, there is also a small in-
crease when using more than five training examples. This effect might be due
to overfitting to non-appropriate support tasks and will be further studied in
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Section 5.4.

In the case of a single training example, the average task correlation param-
eter is p ~ 1, which means that all training examples of the support task are
directly used as training examples of the target task (cf. Section 3.4.1). Another
interesting observation can be done by comparing the graphs of different val-
ues of the number of categories J pre-selected by WordNet. Transfer learning
without WordNet pre-selection (J = 100) utilizes higher values of p than our
method with J = 10 or J = 3. The pre-selection efficiently reduces the risk of
overfitting and yields more conservative and proper values of the task correlation
parameter yielding to a better recognition performance in general as we have
seen in previous plots.

5.3.3.3 Correlation between Semantic and Visual Similarity

In the following experiment, we analyze the correlation of the results of the
two selection criteria used in our approach: the leave-one-out criterion based
on information present in the given training examples, and semantic similarities
computed using WordNet. The question is how visual similarity and semantic
similarity correlate.

In Figure 5.10, we compare the ranking of support tasks estimated by leave-
one-out and WordNet by computing the mean rank position. In this experiment,
we use four different target tasks with one training example. The degree of
correlation, computed with the Spearman test, highly depends on the target
task under consideration. It varies from 0.34 for the chair task, which can be
seen as uncorrelated, to 0.66 for the gerenuk task, which is often interpreted as
moderate correlation. In theory, WordNet pre-selection should be more beneficial
if the results of both selection criteria are not correlated. By considering the
performances achieved by each of the four tasks (Figure B.3(a)), we can see
that this statement holds. The paper of Deselaers and Ferrari (2011) contains a
similar analysis of the relationship between semantic and visual similarity. Their
study is based on the ImageNet database and averages over all suitable pairs of
categories.
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5.4 Multi-class Transfer Learning

In the following section, we analyze our regularized decision tree approach
for multi-class transfer learning (Section 3.2.5). In contrast to binary transfer
learning, we consider a multi-class classification task that contains a target class
with few training examples. The goal is to improve the recognition task of the
complete task by exploiting similarities of the target class and a set of support
classes.

In our experiments, we support the following hypotheses:

1. Regularized trees lead to a significant performance gain for multi-class
classification with few training examples (Section 5.4.2).

2. Our method uses prior knowledge that relies on visual similarity, and is
thus not related to generic prior knowledge (Section 5.4.3).

5.4.1 Experimental Dataset and Setup

The evaluation criteria are the unbiased average recognition rate of the whole
classification task (Section 5.1.1) and single recognition rates of the target class.
Our experiments aim to analyze the gain of our transfer learning approach
compared to the random decision forest classifier (Section 2.3). For this reason,
our choice of features is not optimized. The variance o2 of the prior and
the RDF parameters are set to the values as in the experiments described in
Section 5.2.1. Furthermore, we select support classes manually. In a real-
world application, support classes could be selected using the WordNet method
presented in Section 3.4.4.

Letter Recognition We test our approach for the task of handwritten letter
recognition and use the database of Fink (2004), which was already presented in
Section 5.1.3. Classification is done with an ensemble of 10 decision trees and
the following scenario is selected: target class e and support classes a,b,c,d. The
images in this database are binary, therefore, a very simple feature extraction
method is used. The whole image is divided into an equally spaced w, X w,
grid. In each cell of the grid, the ratio of black pixels to all pixels within the cell
is used as a single feature. This leads to a feature vector with w,, - w, dimensions.
In all experiments, the values w,, = 8 and w, = 12 are used.
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Figure 5.11: Comparison to independent learning of RDF classifiers in a multi-class
classification task using the letter recognition dataset of Fink (2004). The left plot shows
the average recognition rate of the whole classification task with respect to the number of
training examples (log scale) of a specific class. On the right side the single recognition
rate of this class is plotted.

Image Categorization To demonstrate the behavior of the method on a high-
level image categorization task, we combine the birds (Lazebnik et al., 2006b)
and the butterflies dataset (Lazebnik et al., 2004) into one single multi-class
classification task (Section 5.1.3). Thus, the object categories can be divided into
two different semantic sets. The category black swallowtail is used as a target
class 7, and all other butterfly categories serve as support classes S. Training
data consists of a variable number of training images for 7 and 26 images for
each of the remaining classes. This classification task is more difficult than our
letter recognition setting. For this reason, an ensemble of 500 decision trees is
used. We also use rgSIFT features and a large BoV codebook of 13000 elements
computed as described in Section 4.2.2.

5.4.2 Evaluation of Multi-class Performance

The results of the main experiment evaluating the overall multi-class classi-
fication performance can be found in Figure 5.11 and 5.12. The plots show
the average recognition rate of the whole task (plots on the left side) and the
recognition rate of the target class (plots on the right side) compared to those of
the original random decision forest method.
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Figure 5.12: Comparison to independent learning of RDF classifiers within a high-level
multi-class classification task using the bird-and-butterfly dataset as used in Lazebnik
et al. (2004, 2006b). Semantic of the plot is analogous to Figure 5.11.

It can be seen that our method improves the recognition rate of the target
class and the average recognition rate in the range with few training examples (1
to 8 examples). The regularization is therefore able to transfer knowledge from
support classes without violating the ability of distinguishing between classes.

After a specific number of training examples, the average recognition rate
decreases while the recognition rate or hit-rate of the target class (plots on
the right side) still grows. The effect corresponds to over-regularization. The
influence of the prior distribution is controlled by the hyperparameter o2, which
is kept to a fixed value independent of the training examples used. Therefore,
the MAP estimation of leaf probabilities leads to many leaves with non-zero
posterior probabilities of the target class. This corresponds to a large variance of
the distribution in feature space, which dominates the distribution of all other
classes. The variance of the class distribution reaches a critical threshold leading
to an overestimation of the distribution corresponding to the target class. The
classifier prefers the target class, which results in a worse average recognition
rate (or an increasing number of false positives) of the whole classification task.

It should be noted that this phenomenon is typical for the application of
transfer learning methods in a multi-class classification task. In contrast, binary
transfer learning algorithms converge to the performance of independent learning
after a specific number of training examples, which is due to the treatment of
a support and target class as independent binary classification tasks. A similar
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effect is observed in the context of zero-shot learning (Rohrbach et al., 2010b,
Figure 3).

5.4.3 Similarity Assumption

What happens if support classes are selected that do not share common features
with the target class? As mentioned in our introduction, the concept of transfer
learning is based on the main assumption that support classes S are somehow
similar to the target class 7. Therefore, it is possible to further assume that
those similarities can be captured in feature space by a distribution p(0) of the
classifier parameter 8. The following experiment tries to uncover whether the
knowledge transferred is related to a generic or a more category-specific prior.
A category-specific prior concentrates on transferring more detailed elements,
such as object parts. To answer this question, an experiment using the letter
recognition scenario is performed. As a target class with a weak representation
of 4 training examples, we select the letter e and use two different sets of similar
support classes (a,b,c,d) and dissimilar support classes (m,n,w,v,7).

Figure 5.13 shows a scatter plot of several runs, where each point corresponds
to the average recognition rate of a random decision forest classifier without
(ML estimation) and with our transfer learning method (MAP estimation). All
points above the diagonal indicate a clear benefit from prior knowledge. It can
be seen that visually dissimilar classes (triangular dots in red color) do not lead
to a performance gain and can even decrease the performance (negative transfer).

5.4.4 Discussion of the Similarity Assumption

The results clearly show that our transfer learning method learns prior knowledge
that is not related to generic prior knowledge. This is an important difference to
a lot of other approaches that capture generic prior knowledge. For example, in
Fei-Fei et al. (2006), MAP estimation is applied to transfer knowledge between
object categories such as: motorbikes, faces, airplanes and wild cats. There-
fore, their method seems to use a generic prior of object category images (e.g.
exploiting that the size and location of objects are not uniformly distributed).
Bart and Ullman (2005) also test their approach with a large set of various
unrelated categories of the Caltech-101 database and showed that the knowledge
transferred, which is represented by shared image fragments, helped to improve
the recognition performance. In general, the use of generic prior knowledge
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Figure 5.13: Average recognition rate of the ML approach in comparison to the rate after
applying our MAP re-estimation technique. The regularization results in a performance
gain only if support classes are (visually) similar to the target class.

has its own tradition and motivation, especially in the context of natural image
statistics (Torralba and Oliva, 2003). In our opinion the use of category-specific
in addition to generic priors is essential to capture available knowledge as much
as possible, and thus allows efficient learning with few examples, similar to the
development of the human visual system.

5.5 Object Recognition with
One-Class Classification

In the following section, we empirically analyze our GP-based one-class clas-
sification (OCC) methods presented in Section 3.5. As already stated, this is
joint work with Michael Kemmler, who did an important part of the following
experiments. The application we are considering is the task of binary image
categorization or object detection as already studied in previous sections about
transfer learning. The main difference is that we do not use examples of a
background (negative) category for learning, and we directly apply one-class
classification methods to the images of single object categories. This setting
allows us to analyze the behavior and performance of OCC methods for several
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binary classification tasks. The experimental setup is described in Section 5.5.1
and we compare our GP-based novelty scores with the SVDD method (Sec-
tion 3.5.5.1) and study the influence of kernel hyperparameter changes. In the
following analysis, we empirically support the following hypotheses:

1. The negative predictive variance estimated by GP regression (GP-Reg-
V), used as a novelty score for OCC, significantly outperforms all other
methods using a color image kernel (Section 5.5.1) and it achieves a
better performance than SVDD for various values of the outlier ratio v
(Section 5.5.2).

2. GP regression outperforms approximate GP classification with Laplace
approximation (LA) and expectation propagation (EP) for OCC tasks
(Section 5.5.2).

3. The performance of the predictive mean of GP regression (GP-Reg-M)
as a novelty score varies dramatically for different object categories and
can even decrease with an increasing number of training examples (Sec-
tion 5.5.3).

4. Introducing additional kernel hyperparameters with parameterized im-
age kernels allows boosting the performance with the disadvantage of
additional experimental parameter tuning (Section 5.5.4).

5. Nonlinear OCC techniques with image kernels are able to learn the ap-
pearance of specific object attributes (Section 5.5.5).

5.5.1 Experimental Dataset and Setup

Experiments are performed with all object categories of the Caltech-101 database
created by Fei-Fei et al. (2006) and described in Section 5.1.3. All algorithms
are evaluated using the area under the ROC curve (AUC), which is estimated by
averaging the results of 50 random splits in training and testing data. Whereas
the training sets only consist of 15 images of a single object category, testing
data contains the remaining images of the category and all images of the Caltech
background category. We utilize two image kernels: the PHoG kernel of Bosch
et al. (2007) (Section 4.3.2) and a spatial pyramid matching kernel build from
OpponentSIFT features (Section 4.1.3 and 4.3.2). We refer to the latter one as
color image kernel.



158  Chapter 5. Experiments and Applications

Table 5.2: Mean AUC performance of all OCC methods, averaged over all 100 binary
classification tasks. Bold font is used when all remaining measures are significantly
outperformed. GP measures significantly superior to SVDD, (with optimal v) are
denoted in italic font.

GP-Reg-P  GP-Reg-M  GP-Reg-V  GP-Reg-H GP-LA-P GP-EP-P

PHoG 0.696 0.693 0.692 0.696 0.684 0.683
Color 0.761 0.736 0.766 0.755 0.748 0.747
GP-LA-M GP-EP-M GP-LA-V GP-EP-V SVDDg 5 SVDDg .9
PHoG 0.684 0.683 0.686 0.685 0.690 0.685
Color 0.745 0.744 0.758 0.757 0.739 0.746

5.5.2 Evaluation of One-Class Classification Methods

Let us first have look on the overall performance of all methods. We compare all
combinations of novelty scores and inference algorithms: predictive probability
(-P), mean (-M) and variance (-V) estimated by GP regression (GP-Reg) and GP
classification using Laplace approximation (GP-LA) or expectation propagation
(GP-EP). Furthermore, we analyze the heuristic j, - o, ! for GP regression
(GP-Reg-H) and compare all of our methods with SVDD using several outlier
fractions v € {0.1,0.2,...,0.9} (SVDD,). An overview of our OCC novelty
scores can be found in Table 3.1. We use 15 randomly chosen examples for
training and average the AUC value of all binary classification tasks derived from
the Caltech-101 database and all 50 random selections of the training images.
Table 5.2 shows the results for both image kernels (PHoG and color). We only
give the values of the best performing SVDD measures.

It can be seen that PHoG features are significantly inferior to color features
for this task. Therefore, we restrict our experiments in subsequent sections to
the color-based image kernel. The average performances of all measures are
similar, but SVDD is significantly outperformed by at least two GP measures for
all tested values of the outlier ratio v (t-test, p < 0.025). The best performance
values are achieved by the predictive variance of GP regression (GP-Reg-V),
with significantly higher AUC values than all other methods using color features.
For the PHoG kernel, GP-Reg-V achieves a comparable performance to SVDD
for any tested value of v.

Another interesting result is that GP classification with a probit error model
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Figure 5.14: Results for OCC object recognition of the categories faces and leopards with
a varying number of training examples and the color kernel.

(Section 2.6.6) does not improve the OCC performance, even though the model
seems to be more adequate from a theoretical point of view. Laplace approxima-
tion and expectation propagation are outperformed by the measures GP-Reg-V
and GP-Reg-P derived from GP regression.

5.5.3 Performance with an Increasing Number
of Training Examples

We now analyze the behavior of all methods for an increasing number of training
examples. The plots in Figure 5.14 show the performance of OCC methods
applied to the categories faces and leopards with respect to the training set size.
Whereas Figure 5.14(a) exhibits a normal behavior of an increasing general-
ization ability, the performance of the leopards classifier decreases for some
methods when providing more training examples. Especially the predictive mean
method (GP-Reg-M) suffers from this problem, but also SVDD shows a similar
inability to learn with increasing training sets.

What seems to be unusual for a learning algorithm, is in general a severe
underlying problem of OCC methods and density estimation algorithms. As
pointed out in Section 3.5.5.2, consistency of one-class SVM and GP-Reg-M
equipped with a Gaussian kernel is guaranteed only if the hyperparameter - is
decreasing for an increasing amount of training data. The parameter  controls
the smoothness of the predicted distribution and we refer to hyperparameters
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(@) v = 50 (b) v = 200 (©) v = 500 (d) v = 1000

Figure 5.15: Influence of the hyperparameter « of the Gaussian kernel function on the
shape of the OCC score function (GP predictive variance). The training set is displayed
with crosses and level sets of the score function are shown.

with a similar property as smoothness parameter. In the current experiment, we
used a fixed image kernel function and the underlying smoothness parameter was
not changed. Therefore, no consistency of the learning algorithm is guaranteed
and the performance indeed drops for an increasing amount of training data.
Note that this undesirable property is not restricted to our methods and applies
to OCC algorithms in general.

5.5.4 Influence of an Additional Smoothness Parameter

As pointed out in the previous section, estimating the correct degree of smooth-
ness of the predicted distribution is one of the key problems in OCC and density
estimation. The smoothness is often controlled by tuning the hyperparameter of
a parameterized kernel, such as the Gaussian kernel. An example can be seen
in Figure 5.15. We use image kernels, which are not parameterized at all. The
decreasing performance of the predictive mean method in the last experiment
might be due to this inflexibility.

In the following, we want to further investigate this behavior. Therefore, we
parameterize our image kernel function by transforming it into a metric, which
is then plugged into a generalized radial basis function kernel (Definition 2.4
and Vedaldi and Soatto (2008)):

Kg(z,z') = exp (-8 (K(z,x) — 2K (z,x') + K(z',2"))) . (5.7

Experiments are performed with the modified kernel function K g utilizing 100
training examples and a varying value of /3. The results for the categories faces
and leopards are given in Figure 5.16.
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Figure 5.16: Influence of an additional smoothness parameter 3 of a modified image
kernel function on the OCC performance for the object categories faces and leopards.

Let us first have a look on Figure 5.16(b) and the results for the category
leopards. The performance for a small value of 3 is comparable to the non-
parameterized version (cf. Figure 5.14(b)). However, increasing the parameter
value leads to a performance above 0.9, which is superior to all other methods,
such as the predictive variance method (GP-Reg-V). The same plot for the
category faces highlights that the optimal selection of this parameter highly
depends on the task because a completely different range of parameter values
leads to high performance values. Right after the displayed points, we ran into
severe numerical problems in both settings due to small kernel values below
double precision. We expect a similar behavior of approximate GP classification
methods when tuning the scale parameter of the cumulative Gaussian noise model
(Section 2.6.6). Our analysis shows that introducing an additional smoothness
hyperparameter offers a great potential, though optimization beyond simple cross-
validation with some negative training examples is still an unsolved problem.

5.5.5 Qualitative Evaluation and
Predicting Category Attributes

In the following experiment, we apply our OCC methods to the difficult task of
estimating a membership score of a specific sub-category or category attribute.
We train our GP methods and SVDD with 30 images of a type of chair called
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Figure 5.17: Results obtained by training different OCC methods for windsor chair and
separating against chair: the three best ranked images (all of them are characteristic
windsor chairs) and the three last ranked images with corresponding output values are
shown.

windsor chair, which has a characteristic wooden backrest. The performance is
tested on all remaining windsor chairs and images of the category chairs. The
upper and lower ends of the estimated ranking are illustrated in Figure 5.17. The
qualitative results are similar for all methods, but the AUC values clearly show
that GP-Reg-V is superior.
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5.6 Action Detection

In the following section, we apply our one-class classification methods to action
detection tasks. The aim is to detect actions, such as walking, hand-waving, and
running, in a given video sequence. As already stated in Section 1.5, one of
the advantages of OCC methods is that there is no need to directly model the
background class with training examples, i.e. with video sequences without the
corresponding action. This property is beneficial, if the variety of the background
class is rather large. Although our experiments are restricted to action detection,
the applied machine learning methods could also be used for event detection, i.e.
detecting novel complex actions in a video stream (Zhao et al., 2011; Oh et al.,
2011).

The outcomes of the experiments can be summarized as follows:

* Our image categorization framework presented in Chapter 4 can be easily
extended to action detection and categorization in video streams.

* The performance of action detection with one-class classification highly
depends on the task and the selected hyperparameter.

5.6.1 Experimental Dataset and Setup

For our experiments, we utilized the KTH database (Schuldt et al., 2004). The
dataset consists of videos of six action categories performed by different actors.
As can be seen in the example images given in Figure B.1, the background is
static and homogeneous. Therefore, compared to other action datasets, such
as the Hollywood dataset of Laptev et al. (2008), the recognition scenario is
simple. However, our goal is to study the applicability of OCC methods rather
than focusing on action recognition, which is a research area on its own and
planned to be a future research topic. We use the predefined split in training
and test sets as given in the description of the database. This results in 64 short
videos of an action category for learning.

In Chapter 4, we presented how to perform image categorization with the
bag of visual words (BoV) framework. The BoV principle has also shown to be
suitable for action recognition tasks (Laptev, 2005; Zhang et al., 2008; Niebles
et al., 2008). Due to this reason, we directly apply the same ideas to extract
features in videos for action recognition.
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Figure 5.18: Examples of space-time interest points detected in a video sequence belong-
ing to the category walking of the KTH database (Laptev, 2005).

As local features, we use the space-time interest points (STIP) and local
spatio-temporal descriptors presented by Laptev (2005) !. Both approaches can
be directly seen as extensions of the Harris corner detector and the histogram
of oriented gradients descriptor (Section 4.3.2) to the time domain. We skip the
technical details related to those methods and provide a visual impression in
Figure 5.18. All obtained local features are used to build a visual codebook with
the method of Moosmann et al. (2006b) (Section 4.2.2). Furthermore, kernel
values are computed utilizing the SPMK approach (Section 4.3.2) restricted
to quantizations of the image domain, which has the effect that we do not
incorporate any information about the temporal order.

5.6.2 Multi-class Evaluation of our
Action Recognition Framework

To assess our action recognition framework, consisting of the choice of local
features and kernel functions, we apply it to the categorization task usually
studied with the KTH database. The objective is to distinguish between several
action categories. The results are shown in Figure 5.19.

The right table in Figure 5.19 additionally gives the results of several other
authors who use the same database. In spite of using a simple BoV framework
and without further tuning of the used features, our approach achieves an average
and comparable performance. The confusion table on the left side of Figure 5.19
shows some typical failures of the system, such as confusing jogging with
running. Furthermore, boxing seems to be a mixture of hand-waving and walking,
which is quite intuitive.

'In our experiments, we make use of the software provided by Ivan Laptev at http: //www.
irisa.fr/vista/Equipe/People/Laptev/download.html.


http://www.irisa.fr/vista/Equipe/People/Laptev/download.html
http://www.irisa.fr/vista/Equipe/People/Laptev/download.html
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Figure 5.19: Comparison of our simple action recognition framework to previous work
on action categorization with the KTH database. The left image shows the achieved
confusion matrix and only values below 3% are displayed.

5.6.3 Evaluation of One-class Classification Methods

We now turn to the problem of action detection. Six different OCC tasks from
the KTH database are derived by selecting an action category as a positive class
and using all video sequences of the other categories as negative examples. The
selection of the training examples directly follows the standard experimental
setup described in Schuldt et al. (2004), which leads to 64 short training videos
for each category. We evaluate one-class classification with GP regression
utilizing the predictive mean and variance (Section 3.5.2), as well as binary
classification with GP regression with additionally using negative examples for
learning. The results are given in Figure 5.20, which shows for each action
detection task the corresponding ROC curves for all three methods.

At a first glance, it can be seen that one-class classification can not improve
the performance obtained by binary classification with GP regression. This
is a common effect for datasets with a low variability of the negative class,
which can be learned easily from some training examples. Another important
observation is that the gap between the performance of one-class classification
compared to the binary case significantly varies across all tasks. On the one
hand, we have a similar performance of all three methods for the task running
with an AUC value around 0.92. On the other hand, the performance of our
OCC method utilizing the variance criterion of Gaussian process regression is
not better than random chance for the task hand-clapping. This is due to the
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Figure 5.20: Results of our OCC methods and GP regression applied to the binary tasks
derived from the six action categories of the KTH database. All plots show ROC curves
for one-class classification with GP (mean and variance criterion) and binary classification
with GP regression.
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common hyperparameter selection problem already studied in Section 5.5. The
results of OCC methods highly depend on hyperparameter selection and the
values of optimal hyperparameters depend on the task.

As a summary, we can say that one-class classification can be suitable for ac-
tion detection but care has to be taken with hyperparameter selection. We expect
that the advantages compared to binary classification are more prominent when
being confronted with more complex scenes, which will be a future research
task.

5.7 Defect Localization with
One-Class Classification

In this section, we apply our one-class classification methods (Section 3.5.2) to
a defect localization task. The work has been published in Rodner et al. (2011)
and was done together with Esther Wacker, who provided pre-computed features
and her expertise in automatic wire rope analysis.

Automatic visual inspection is one of the key industrial application areas of
computer vision and machine learning. Especially, the task of defect localization
is of high importance due to the increasing demand of fast and reliable quality
assurance (Kumar, 2008). We concentrate on automatic visual inspection of
wire ropes, which are the basic elements of several important constructions in
everyday life: elevators, bridges and ropeways. The reliability of wire ropes
is often the most important safety factor. An example of a (simple) surface
defect on a wire rope is displayed in Figure 5.21. Standard approaches for
automatic quality control are magnetic measurement techniques (Zhang et al.,
2006). However, these methods are unable to detect defects on the wire rope
surface and due to this reason, additional visual inspection is necessary. Manual
visual analysis of wire ropes is a difficult, exhausting, and error-prone procedure,
which has to be done by experts trained to recognize different error types, like
broken wires and lightening strokes. In contrast, automatic defect detection
allows processing wire ropes with minimal human intervention and constant
performance. Capturing rope images is done by a system of four line cameras
similar to the one presented in Moll (2003) and depicted in Figure 5.22.

There are two main challenges for defect detection systems operating on wire
ropes. The first issue is a severe lack of training examples for defects. Images of
real-world defects are difficult to obtain and collecting suitable training examples
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is often impossible. Another problem arises from the variability of defects and
their often indistinguishable appearance compared to normal non-defective
rope images. If we apply an ordinary supervised learning approach to classify
parts of the rope as defective or non-defective, the system would be inherently
biased towards the specific appearance of the few training images given as
defect examples. A solution to this problem is to utilize one-class classification
(OCC) as motivated in Section 1.5 and presented in Section 3.5.2. Our defect
localization algorithm is described in Section 5.7.2 and further information about
previous approaches for wire rope analysis is given in Section 5.7.1.
The main contributions of this part of the thesis are as follows:

1. We show the suitability of our GP-based OCC methods as presented in
Section 3.5.2 for defect localization tasks.

2. The presented approach does not exploit the periodic or specific structure
of wire ropes and is therefore applicable to other defect localization tasks.

5.7.1 Related Work on Wire Rope Analysis

We briefly review previous work on wire rope analysis. A literature review of
one-class classification techniques can be found in Section 1.6 and a recent and
more detailed review of wire rope defect localization is included in Platzer and
Denzler (2011).

A computer vision system can easily detect scratches on work pieces (Chin
and Harlow, 1982), defects in textured materials (Kumar and Pang, 2002) or
abnormalities on food products (Blasco et al., 2007). However, there are only
a few published papers on visual analysis of wire ropes. This might be due
to the lack of appropriate data and the difficulty of defect localization, which
are even challenging for human experts. Our approach is an extension of the
work of Platzer et al. (2008, 2009a, 2010), which perform defect localization

Figure 5.21: A typical surface defect on a wire rope: a broken wire



5.7 Detect Localization with One-Class Classification 169

non-defective rope parts
Capturing of rope images HOG feature calculation
with four line cameras and one-class classification

Figure 5.22: Rope images are captured by four line cameras arranged to analyze a wire
rope (Moll, 2003). The scatter plot on the right hand side visualizes the high-dimensional
histogram of oriented gradients features with the unsupervised ¢-SNE method of van der
Maaten and Hinton (2008). Feature vectors are extracted from real rope data (ROPE1,
view 3).

by calculating features of the rope images and classifying them with Gaussian
mixture models. Their feature sets include HOG features (Section 4.3.2), features
derived from linear prediction, and several others. Furthermore, Platzer et al.
(2009b) proposes an approach based on hidden Markov models to exploit the
periodic structure of the rope. The work of Haase et al. (2010) focuses on
combining the information provided in all four views and using the strong
correlation structure present in the data.

The advantage of wire ropes is their periodic structure, which can be de-
scribed with a 3d curve model. Wacker and Denzler (2010) uses such a model to
perform analysis-by-synthesis and register the model to the images of real-world
wire ropes. Their flexible registration technique allows estimating characteris-
tic rope parameters like lay lengths. A significant change of these parameters
could be caused by an internal structural defect, which is impossible to directly
observe visually or to detect with magnetic flux methods (Zhang et al., 2006).
The registered 3d model of the rope and a learned appearance model also allow
precisely detecting visual surface defects (Platzer and Denzler, 2011).

The aim of the following study is to show how well one-class classification
can work in this scenario, without using any context knowledge or structural
information of wire ropes. This allows us to develop a generic method, which is
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suitable for a wide range of other defect localization applications. We compare
our results to those obtained by the generative Gaussian mixture model described
by Platzer et al. (2010), which also does not exploit context information.

5.7.2 Anomaly Detection in Wire Ropes

Our defect localization system follows a simple image processing pipeline.
We subsequently calculate features of the rope image and apply a one-class
classification approach, like our method proposed in Section 3.5.2. The resulting
novelty scores are thresholded to detect defective areas of the rope. Learning
consists of training the OCC classifier with a large set of non-defective rope data.

Platzer et al. (2010) evaluates several feature types according to their suitabil-
ity for wire rope defect detection. We follow their suggestion and use histograms
of oriented gradients (HOG) as introduced by Dalal and Triggs (2005) and
reviewed in Section 4.3.2. Broken wires result in strong image edges perpen-
dicular to the usual twist direction and HOG features allow capturing them as
characteristic histogram peaks. HOG features are computed using a block of 20
camera lines (image columns) divided into 20 x 20 cells. Gradient histograms
with 4 bins are computed for each of the cells (Section 4.1.2) and combined into
one normalized feature vector. Furthermore, we follow Platzer et al. (2010) and
add the entropy of the histograms as an additional feature. The entropy allows
incorporating information about the presence of dominant orientations in the
current image patch. The feature vector has a dimension of D = 5% (entropy
and 4 orientations for each cell), where £ is the rope diameter in pixels. The
segmentation of the rope is done as a preprocessing step and & is automatically
selected to be the maximum pixel diameter observed at a full lay length of the
rope.

5.7.3 [Experimental Dataset and Setup

The goal of our experiments is to compare our one-class classification approach
(Section 3.5.2) with several other techniques. Therefore, we use two different
rope datasets, which are also used in Platzer et al. (2010) and Platzer and Denzler
(2011). Acquisition is done using the system of Moll (2003) under completely
realistic conditions. In the following, we refer to the two different datasets as
ROPE1 and ROPE2. ROPEL has a length of approximately 1.3km and ROPE2
is 400m long. The resolution of the line cameras is known to be 0.1 mm/camera
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line. Each dataset was labeled by a human expert.

The rope datasets are different in nature with respect to the complexity of
the surface defects. ROPE1 contains easy recognizable defects as can be seen
in the feature visualization of Figure 5.22. Defects contained in ROPE2 are
often inconspicuous, small, and difficult to detect, even for a human expert. We
also applied the ¢-SNE method (van der Maaten and Hinton, 2008) to visualize
the features extracted from ROPE2 in a 2d plot. However, there was no clear
seperation visible between both classes, which highlights the difficulty of this
dataset.

All methods are trained on a rope sequence of 100,000 camera lines (10m
rope, 5000 training examples), which was proposed by a human expert as a
defect-free rope region. Evaluation is performed on the remaining rope sequence,
which contains all labeled defects.

We do not utilize approximate inference techniques for GP classification,
because they did not lead to a performance benefit for OCC tasks as observed
in the experiments in Section 5.5.4. For our experiments, we use the Gaussian
kernel with a standard hyperparameter value of v = exp (—2.5). An evaluation
of the influence of this parameter is given in Section 5.7.4.4. The noise parameter
o2 is automatically determined as described in the end of Section 2.6.10. An
important parameter of the SVDD method (Section 3.5.5.1) is the outlier fraction
v, which is also experimentally analyzed, but without a significant difference in
the results. Therefore, v is set to 0.1.

5.7.4 Evaluation

Defect localization is a binary classification task and for our evaluation we utilize
ROC curves (Section 5.1) and the corresponding area measure. In a real-world
system, a decision threshold has to be experimentally tuned and adapted to
the required false positive (false alarm) rate. Positive examples are examples
of surface defects and negatives correspond to normal rope data. Note that
this terminology is different to the one used in our presentation of one-class
classification algorithms and in our experiments in Section 5.5, where we trained
an OCC classifier on positive examples rather than on negatives. This change
is due to our goal of a comparable framework to previous work on wire rope
analysis (Platzer et al., 2010).
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Figure 5.23: Average ROC curves both rope datasets. The curves for all three kernel-
based methods (GP mean, -variance and SVDD) are very similar and best viewed in
color.

5.7.4.1 Comparison with Other Methods

The results obtained for all methods are displayed in Figure 5.23 using ROC
curves with the area under the ROC curve (AUC) given in the legend. Note that
the ROC curves are averaged over the results obtained for the four individual
camera views.

It is obvious that all three kernel-based OCC approaches, predictive mean and
variance of GP regression and SVDD, outperform the classical GMM strategy
proposed in Platzer et al. (2010). Additionally, the AUC values suggest that
the GP-based OCC approaches offer a slightly better performance than SVDD.
The predictive mean approach achieves the best results and is also faster than
the posterior variance approach during testing (Section 3.5.3). Please note that
approaches which exploit the special structure of wire ropes achieve higher
recognition results. For example, Platzer et al. (2009b) achieve an AUC value
of 0.816 and Platzer and Denzler (2011) is even able to obtain a performance
of 0.987 for ROPE22. We especially concentrate on defect localization without
any prior knowledge to ensure an universal applicability with respect to other
application areas.

Zperformance values are obtained from Platzer and Denzler (2011).
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Figure 5.25: ROC curves achieved by GP mean for each view of both rope datasets. The
figure is best viewed in color.

5.74.4 Parameter Evaluation and Influence of the Training Set Size

In previous experiments, we used a fixed hyperparameter . In Section 5.5, we
have seen that this parameter can have a severe influence on the performance.
Figure 5.26(a) shows the defect detection performance with respect to the value
of log(~y) for the first view of ROPE1 and analyzed with the predictive mean
method. Although there is a large performance drop below —3.5 and above 0,
there is still a wide area with performance values beyond 0.85.

Figure 5.26(b) plots the influence of the number of lines used for training on
the performance of the GP predictive mean method working on the second view
of ROPE1. The number of training examples n can be derived by dividing this
number with 20, because we use a block with a width of 20 pixels to calculate
the HOG features. The standard deviation is calculated by using multiple random
subsets for training. The interesting fact is the remarkable performance difference
of SVDD and our GP-based methods for few training examples.
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Figure 5.26: Detection performance with a varying (a) value of the hyperparameter and
(b) number of training examples. The performance is analyzed on the first and second
view of ROPE1 with GP predictive mean, respectively.
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5.8 Learning with Few Examples by
Using Multiple Sensors

Research in machine learning, computer vision, and in our previous studies
mainly concentrated on image categorization using a single visual sensor or
photos from the web (Zhang et al., 2007). Despite the great success of all meth-
ods, the importance of depth information for reliable generic object recognition
is mostly ignored. In the following work, we present an approach to generic
object recognition using the combined information of a visual sensor and range
information obtained from a time-of-flight (ToF) camera (Lange, 2000). We
show that especially learning with few examples benefits from additional sensor
information. The work was done in collaboration with Doaa Hegazy and has
been published in Rodner et al. (2010).

A ToF camera offers real-time depth images obtained by modulating an
outgoing beam with a carrier signal and measuring the phase shift of that carrier
when received back at the ToF sensor. Incorporating the advantages of this
new camera technology into computer vision systems is current research and
is successfully done in 3d reconstruction tasks (Cui et al., 2010) or marker-less
human body motion capture (Ganapathi et al., 2010).

We use a ToF camera together with a CCD camera to solve generic object
recognition problems. To combine the information of our two sensors, we utilize
Gaussian process classification (Section 2.6.1), which allows efficient hyperpa-
rameter estimation and integration of multiple sensor information using kernel
combination (Section 2.6.10). In contrast to previous work (Kapoor et al., 2010),
which use GP regression to approximate the underlying discrete classification
problem, we also study Laplace approximation (Section 2.6.7), which directly
tackles the discrete nature of the categorization problem. Hyperparameter esti-
mation is done by extending multitask techniques for GP regression to LA as
proposed in Section 2.6.10. Additionally, we apply the framework of spatial
pyramid matching kernels (Section 4.3.2) to different kinds of local range fea-
tures. Figure 5.27 presents an overview of the proposed approach and the main
steps involved. In summary, the main contributions of this part of the thesis are
as follows:

1. We present multiple kernel learning with Gaussian process classifica-
tion for sensor data fusion (previous research is limited to visual sensors
only (Kapoor et al., 2010)).
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Figure 5.27: An overview of the proposed approach: color and range images are captured
using a CCD camera and a time-of-flight camera (PMD Vision Technologies 19k); Local
features are extracted from the data of both sensors and “kernelized” using spatial pyramid
matching, which yields different kernel functions.

2. Different noise models of GP classification are studied for image catego-
rization and sensor data fusion (previous research is limited to Gaussian
noise and GP regression (Kapoor et al., 2010)).

3. Our method yields a significant improvement in terms of recognition
performance compared to the current state-of-the-art of object recognition
with time-of-flight range images (Hegazy, 2009).

5.8.1 Related Work

In our work, we utilize local range features as presented by the work of Hetzel
et al. (2001) and reviewed in Section 4.1.4. They introduce different feature types
and similarity measures for histograms and apply nearest neighbor classification.
Toldo et al. (2009) suggest applying a preliminary segmentation of complete 3d
models and a description of the resulting parts with the bag of visual words idea
(Section 4.2). Classification is done with multiple equally weighted histogram
intersection kernels and support vector machines. The suitability of SIFT features
for range image matching is studied by Zhang and Wang (2009), who propose to
compute SIFT features on normal texture and shape index images (Hetzel et al.,
2001). In contrast, Lo and Siebert (2009) present an extension of SIFT features
suitable for range images. Special feature types for time-of-flight cameras are
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studied by Haker et al. (2008). A key idea of their work is the non-equidistant
Fourier transformation to represent range images.

Our method for feature calculation is mainly based on spatial pyramid match-
ing (Section 4.3.2) as presented by Lazebnik et al. (2006a) for standard image
categorization and used by Li and Guskov (2007) for range images. Similar
to the previous work of Hegazy (2009) and Hegazy and Denzler (2009), we
concentrate on the combination of color and texture information obtained from
a standard CCD camera and range information from a time-of-flight camera.
A beneficial combination of these two information sources with kernel-based
methods requires an efficient method for hyperparameter optimization, which is
available in Bayesian frameworks, such as Gaussian process classification (Sec-
tion 2.6.1). As shown in Kapoor et al. (2010) and in the previous experiments
and applications, regression with Gaussian process priors can be successfully
integrated in an image categorization setting and is able to handle multiple
kernels.

In the remainder of the current section, we briefly describe our sensor combi-
nation approach in Section 5.8.2. Details about the experimental dataset and the
evaluation procedure is given in Section 5.8.3 and different aspects of the results
are evaluated in Section 5.8.4.

5.8.2 Combining Multiple Sensor Information

We already described and explained nearly all parts of our approach in Chapter 2
and Chapter 4. Figure 5.27 gives a guideline how all parts are connected. As a
ToF camera we use a Photonic Mixer Device (PMD Technologies 19k, Buxbaum
(2002); Luan et al. (2001)), which additionally provides an intensity and an
amplitude image. We do not use these images for our recognition system,
because they suffer from severe noise artifacts. The range image also contains a
lot of outliers and due to this reason some preprocessing is needed. We apply a
5 x 5 median filter, which has also shown to be helpful in a number of other ToF
applications (Kéhler et al., 2008; Bohme et al., 2010).

We extract several local features from both sensor images. In detail, we
use OpponentSIFT features (Section 4.1.3) to represent the image of the CCD
camera and three local range features (depth, surface normals, and curvature as
explained in Section 4.1.4) to extract multiple characteristics of the preprocessed
ToF range image. A summary of all local feature types used can be found
in Table 5.3. Hegazy and Denzler (2009) use an interest detector, applied
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Table 5.3: Overview of local feature types used in our approach.

Feature type Sensor image  Histogram size Reference
OpponentSIFT CCD color 384 van de Sande et al. (2010)
Pixel depth ToF range 64 Hetzel et al. (2001)
Surface normals ToF range 8x 8 Hetzel et al. (2001)
Shape index ToF range 64 Hetzel et al. (2001)

to the ToF intensity image, to compute local descriptors only on corner-like
image patches. However, as already mentioned, the intensity image is very
noisy and due to the low resolution (160 x 120 pixels) provided by the ToF
camera, this procedure often leads to uninformative interest points and a small
number of local features. Therefore, we compute local features on a predefined
grid as suggested by Hegazy (2009) and already done in our previous image
categorization experiments.

Applying the spatial pyramid matching framework (Section 4.3.2) to each
of the local feature sets results in different kernels K;. We have one kernel
function for color images and three kernels corresponding to ToF range images,
which yields R = 4 kernels in total. Combining these kernels is done in a linear
manner:

R
K(z,a) = exp () Ki(@,a') | (5:8)
i=1

either with uniform weights n; = % or with weights 1 optimized by maxi-

mizing the joint marginal likelihood of a GP model for one-vs-all multi-class
classification (Section 2.6.10).

5.8.3 Experimental Dataset and Setup

For our experiments, we utilize the dataset of Hegazy and Denzler (2009), which
is up to now the only available object category database with color images
from a CCD camera and range images from a ToF camera. It consists of a
large set of 2d/2.5d image pairs® capturing different objects. Figure 5.28 shows

3Range images are often considered as 2.5d, because they only provide partial 3d information
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(a) cars

i

(b) animals

(c) cups
1 n ﬁ
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(e) toys

Figure 5.28: Some examples of image pairs included in the dataset of Hegazy and Denzler
(2009) with images obtained from a ToF camera and a visual sensor. The dataset includes
high intra-class variabilities (animals, fruits, toys) and small interclass distance (animals
and toys).
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some example images, which help to judge the difficulty of the corresponding
classification task. Images belong to five different generic object categories
(cars, toys, cups, fruits, and animals) and each category consists of seven object
instances (specific objects) with 32 image pairs. The dataset was collected and
designed by Hegazy and Denzler (2009), such that it contains several common
real-world challenges. Thus, images can contain multiple instances of the
same category, are captured from different viewpoints and orientations, and
include partial occlusions, truncations (e.g. due to image boundaries) as well as
background clutter.

In contrast to previous work (Hegazy and Denzler, 2009), which use a
predefined split into a training set with 100 images and a test set of 60 images
for each category, we evaluate our approach using a varying number g of object
instances for training (32¢g image pairs) and the remaining images of the dataset
for testing. As a performance measure we use the mean of the average recognition
rate (Section 5.1.1) obtained from Z = 50 evaluations with a random selection
of training instances.

5.8.4 Evaluation

In the following, we empirically support the following hypotheses:

1. Our method significantly outperforms the previous approach of Hegazy
(2009) (Section 5.8.4.4).

2. GP regression outperforms Laplace approximation (Section 5.8.4.4).

3. Generic object recognition, and especially visual categorization with few
examples, benefits from range information
(Section 5.8.4.2 and Section 5.8.4.3).

4. Combining range image kernels with GP likelihood optimization leads to
better results than fixed equal kernel weights. However, weight optimiza-
tion is not beneficial when all kernels and few training examples are used
(Section 5.8.4.2).

5. Local range features computed using surface normals lead to the best
recognition performance among all other range features (Section 5.8.4.1).
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5.8.4.1 Evaluation of Range Feature Types

First of all, we compare the performance of all local range features presented in
Section 4.1.4. Classification is done with GP regression and without additional
hyperparameter optimization. The results are shown in Figure 5.29(a) for dif-
ferent numbers of object instances used for training. The performance ranking
of the respective methods is clearly visible and local features calculated using
surface normals result in the best average recognition rate. In an earlier work on
scene recognition, we have already shown the ability of histograms of surface
normals to provide discriminative features (Kemmler et al., 2009).

5.8.4.2 Evaluation of GP Classification and Kernel Combination

Let us have a look on the performance of GP regression compared to approximate
GP classification with Laplace approximation (LA). Figure 5.29(c) shows the
performance of both methods using the image kernel function of the CCD camera.
GP regression significantly outperforms LA, which is a surprising result because
of the theoretical suitability of LA for classification problems. We also test
LA with hyperparameter optimization of the scaling factor o, included in the
probit noise model and defined by Eq. (2.81) in Section 2.6.6. This additional
hyperparameter optimization leads to a small performance gain, but is still
inferior to GP regression.

Figure 5.29(b) shows that by combining multiple range kernels, the catego-
rization performance increases compared to single range kernel functions. The
best method is GP regression with weights optimized by marginal likelihood
optimization as presented in Section 2.6.10. As observed in the previous ex-
periment, LA does not lead to a performance gain, even with hyperparameter
optimization.

The results for combined image kernels of both sensors are shown in Fig-
ure 5.29(d). Combining range data from the ToF sensor and images of the visual
sensor leads to a superior categorization performance (76.3% using 1 instance)
compared to the best results using a single sensor (71% with 1 instance). An
interesting fact is that in this case, we do not benefit from weight optimization
for kernel combination. This is likely due to overfitting in the presence of the
highly discriminative color kernel. Therefore, one should prefer to use equal
weights in those scenarios.
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Figure 5.30: Performance benefit when using multiple sensors: Especially, learning with
few examples benefits from multiple sensors. For GP regression the information present
in 128 color training images seems to be sufficient, such that the noisy range images of
the ToF camera do not help to improve the recognition performance anymore.

5.8.4.3 Learning with Few Examples Benefits from
Multiple Sensors and Features

Figure 5.30 plots the performance gain (difference of average recognition rates)
when using range features in addition to local features computed of the color
image. It can be seen that the performance benefit due to sensor combination is
most prevalent for few training examples. This result is intuitive, because in the
case of multiple features from different sensors, more information is present in
the small number of training examples. The observed benefit also arises when
using multiple kernel functions and single sensors, e.g. standard color images
and a combination of the PHoG kernel and other SPM kernels (Tommasi et al.,
2010).

5.8.4.4 Comparison with Previous Work

We also compare our method with the previous state-of-the-art approach of
Hegazy and Denzler (2009) and its extension using dense sampling (Hegazy,
2009). Note that these works are the only ones providing methods for ToF-based
object categorization. In this experiment the same number of training examples
is used to allow direct comparison of the recognition rates. The results are
shown in Table 5.4. Our approach utilizing GP regression and hyperparameter
optimization significantly outperforms their approach for single sensor data from
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Table 5.4: Comparison of our GP-based approach to previous work with an equal number
of training examples. (s) denotes range features computed on interest points only.

Reference Method Features Recog. Rate
Hegazy and Denzler .

(2009) Boosting range features (s) 39.8 %
Hegazy (2009) Boosting range features 62.8 %
Our approach GP Regression range features 79.2 %

Hegazy and Denzler . .

(2009) Boosting combined features (s) 64.2 %
Hegazy (2009) Boosting combined features 78.4 %
Our approach GP Regression combined features 88.1 %

(a) Our approach

cars_animals cups fruits _toys

(b) Hegazy (2009)

Figure 5.31: Results of our GP approach and the method of Hegazy (2009) represented
as confusion matrix. Only values above 3% are displayed and highlight difficult cases.

the ToF camera and combined information of both sensors. Even by using range
features only, we achieve an average recognition rate of 79.2%, which is superior
to the combined classification system of Hegazy (2009) with a recognition rate
of 78.4%. The confusion matrix in Figure 5.31 highlights the still existing

classification difficulties.
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Chapter 6

Conclusions

The following chapter provides a summary of the results of this thesis. Further-
more, several research topics and open problems are mentioned, which were not
covered by this thesis, but could be used as starting points for future research.

6.1 Summary and Thesis Contributions

The aim of this thesis was to develop and analyze algorithms and approaches
that allow for learning visual object categories with few training examples. As
elaborated in Section 1.1, small sample size problems are ill-posed without
further incorporation of prior knowledge or restrictive assumptions. We studied
the topic from the perspectives of transfer learning and one-class classification.
Both paradigms were introduced in Chapter 1 along with an overview of previous
work done in those areas. Chapter 2 provided insights into current machine
learning approaches, such as kernel-based learning with Gaussian processes and
support vector machines. Chapter 4 was dedicated to the computer vision aspects
of this work concentrating on feature extraction and computing image-based
kernel functions.

In Chapter 3, we presented our transfer learning approaches. Our transfer
learning extensions of random decision forests are efficient and easy to integrate
in current systems. The feature relevance method (Section 3.3) modifies the
randomization procedure of random decision forests to concentrate on features
that were considered as relevant in support classification tasks. Whereas, this

187
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approach is restricted to binary transfer learning (Section 5.2), the regularized
decision tree method (Section 3.2) allows for multi-class transfer learning scenar-
ios (Section 5.4). The idea of this method is to re-estimate posterior probabilities
corresponding to leaves in a decision tree by utilizing a prior from support classes
and applying maximum a posteriori estimation. However, the main disadvantage
of both methods is their inability to automatically determine suitable support
tasks and the amount of information transferred. Our algorithm based on de-
pendent Gaussian processes (Section 3.4) allows for non-parametric transfer
learning with kernels. Another important property of our GP approach is its
ability to adapt to different learning situations by automatically selecting support
classification tasks and tuning the expected degree of similarity between the
tasks. The selection procedure combines two opposed ideas: (1) pre-selecting
support tasks by utilizing additional prior knowledge about semantic similarities
(Section 3.4.4) and (2) choosing a task according to the expected performance
gain estimated with the information present in all available training examples
(Section 3.4.3). Our experiments in Section 5.3 showed the usefulness of this
combination for visual recognition problems and the clear benefits in terms of
recognition performance in comparison to previous work.

The other main topic tackled in this thesis is one-class classification. We
showed how to utilize the Gaussian process framework for one-class classifica-
tion and derived several different novelty scores. Our method is non-parametric,
easy to implement and can be directly applied to visual out-of-vocabulary prob-
lems as studied in Section 5.5. Furthermore, we utilized this technique for
detecting wire rope defects (Section 5.7), which is an application inherently
suffering from the lack of training examples for defects. In general, our method
is not restricted to visual applications and can be used for example for action
recognition (Section 5.6) and detecting novel bacteria with Raman spectroscopy
as shown in Kemmler et al. (2011). Our experiments in Section 5.5 and 5.7
showed that we outperform the support vector data description approach of Tax
and Duin (2004), which is the current state-of-the-art technique in one-class
classification. Additionally, we studied the effect of kernel hyperparameters on
the resulting classification performance and outline the theoretical connections
to previous approaches.

In Section 5.8, we analyzed the combination of a visual sensor and depth
data from a time-of-flight camera for generic object recognition tasks. The
information of the sensors is combined by multiple kernel learning with Gaus-
sian processes. Our results validate that data from an additional depth sensor
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increases the recognition performance, especially when confronted with few
training examples. In contrast, optimizing weights for each sensor by maxi-
mizing the marginal likelihood derived from the GP framework only leads to
an improvement of the recognition rate with a sufficient amount of training
data. Our approach achieves significant higher recognition rates than previous
Boosting approaches.

Apart from presenting the main aspects of the developed methods, an im-
portant goal of this thesis was also to analyze and describe the relations and
connections of our methods to previous work. Each section in Chapter 3 con-
tained further information on inherent assumptions and compared them to the
ones used by already established algorithms in the same field. We believe that
the derived connections offer important insights and the possibility to develop
further extensions.

6.2 Future Work

Solving a problem always generates a large number of unsolved and interesting
new research topics. A further property of research, which occurs especially in
computer vision and machine learning, is that a problem is never completely
solved but only up to a certain accuracy. Due to this reason, there is always
space for improvement concerning the methods presented in this thesis. In the
following, we give some ideas for future research directions.

Multi-class Transfer One of the areas that has been studied by this thesis.
but only by a few other papers, is multi-class transfer. This transfer learning
scenario is important in a real-world application where a robot has to discriminate
between several object categories, but also transfers knowledge from previously
learned categories to learn new visual concepts. An interesting topic for further
research is to extend the dependent Gaussian process framework to this multi-
class setting and to transfer without violating the discriminability. For example,
in current realizations of multi-class GP classification, such as the model and
algorithm presented in Rasmussen and Williams (2005, Section 3.5), the training
examples of different classes are assumed to be independent. Modeling the
dependencies between classes with their pairwise kernel functions requires an
additional computational burden. However, it would allow incorporating prior
knowledge about the similarity of target and support classes.
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Multiple Task Correlation Parameters There is still a gap for possible im-
provement concerning binary transfer learning. For example, we selected a
single support classification task from a given set and estimated a task corre-
lation parameter. This restricts our method to transfer knowledge only from
a single task at the same time. A more flexible option would be to apply the
dependent Gaussian process framework directly to all given support tasks and
estimate several task correlation parameters in a jointly manner. With J support
tasks and one target task, two options are possible:

1. a full model that incorporates the dependencies between each task and
therefore also between the support tasks (J(J + 1)/2 parameters) and

2. amodel that only utilizes the correlations of the target task and one of the
support tasks (.J parameters).

The still existing open problem of these procedures is that we need an efficient
hyperparameter optimization method being able to handle multiple hyperparam-
eters. With our greedy leave-one-out method this is not yet possible.

Part-based Transfer Learning An interesting topic for further research is
part-based transfer learning. Instead of transferring all information present in the
training examples, in some situations only some parts of a model are beneficial
to transfer. This especially occurs in the visual domain in which very different
features can be extracted, such as texture, color, object part constellations, and
shape. A possible idea to perform part-based transfer learning is to use automatic
relevance determination (ARD) and the dependent GP framework. The ARD
approach uses a Gaussian kernel but with a different variance (or length-scale) for
each element of the input vector (Rasmussen and Williams, 2005, Section 5.1).
If the ARD kernel function is additionally modified such that the variances also
dependent on the tasks of the two elements under consideration, the resulting
dependent GP model would allow part-based knowledge transfer. However,
this still requires an efficient hyperparameter optimization method as discussed
previously.

Parameter Optimization for OCC In Section 5.5, we observed that another
selection of the hyperparameter for one-class classification can lead to significant
changes in the resulting classification performance. Due to this observation the
question arises whether there is a possibility to automatically estimate optimal
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hyperparameter values from training data. We already argued in Section 5.5.4
that this problem is ill-posed and related to the bandwidth selection problem of
the Parzen estimator or the yet unsolved problem of selecting kernel hyperparam-
eters for the SVDD method (Tax and Duin, 2004). Therefore, the problem seems
to be inherent to OCC methods in general and whether there exists a generic
parameter estimation method is an open question. However, if prior knowledge
is available for a specific application or can be extracted from meta-data, the
estimation of kernel hyperparameters might be possible.

Real-time Learning and Image Categorization A main disadvantage of
Gaussian process based approaches is the cubic and linear runtime of learn-
ing and classification with respect to the training examples. Although our current
implementation uses a GPU implementation of the Cholesky factorization (Grat-
ton, 2008) to achieve faster learning times, the transfer learning method and our
one-class classification algorithm are not able to handle more than ~ 10.000
training examples on current hardware. However, there are several ideas how
to further accelerate GP inference, such as the local approach of Urtasun and
Darrell (2008) or our tree-based method presented in Frohlich et al. (2011).
Using these ideas to speed up our methods is an interesting topic for further
research.

Multiple Kernels and Visual Features This thesis focused on machine learn-
ing aspects of transfer learning in the visual domain and we used standard
features for image categorization, such as the concept of bag of visual words.
However, there are a lot of extensions possible that are likely to lead to a large
improvement of the absolute recognition performance. Instead of utilizing one
specific feature type, the strategy of current state-of-the-art approaches is to com-
bine multiple features and kernel functions, which extract different cues about
an object category from the image (Kapoor et al., 2010). We analyzed these
techniques in the context of generic object recognition with multiple sensors,
but we did not investigated its use for transfer learning with dependent Gaussian
processes.

Object Detection and Localization The experiments and applications in our
work are image categorization tasks, i.e. we label an image instead of localizing
object instances of different categories. Current object localization approaches
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use a binary classifier applied to features computed in a sliding window. Due to
the large number of classifier evaluations, this strategy requires an efficient clas-
sification method with a low computation time. A possible solution that would
boost the performance of the kernel-based transfer learning method presented
in this thesis, is to use kernel descriptors and formulate the approach as a linear
algorithm (Bo et al., 2010; Gong and Lazebnik, 2011; Li et al., 2010).

Kernel Functions for Defect Detection in Wire Ropes Our approach for
detecting defects in wire ropes does not exploit any structure knowledge of the
rope. However, the work of Wacker and Denzler (2010) shows that by using a
geometrical model of the rope, performances far beyond ours can be achieved.
The method we developed allows using arbitrary kernel functions. One of the
main advantages of kernels is that they allow incorporating prior knowledge.
Therefore, kernels could be developed that directly assume a periodicity in the
data.
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Mathematical Details

The following sections list theorems and lemmata that have been partly used in
Chapter 2 and Chapter 3.

A.1 The Representer Theorem

The representer theorem is one of the key results in the area of learning with
kernels. It allows representing the decision function derived from a very general
class of optimization functions by a weighted combination of kernel evaluations.

Theorem A.1 (Representer Theorem) (Scholkopf and Smola, 2001)

Let (2 : [0,00) — R be a strictly monotonically increasing function and c :
(X xR?)" — R U {occ} an arbitrary loss function. Then each minimizer
f € H of the regularized risk:

C((mhyl’ f(xl))v CER (mn,yn, f(.’l?n))) + Q(”fHH) ) (A.1)

can be written in the following form:
f(x) = ZaiK(wi, x) . (A.2)
i=1

Proof: A proof of this theorem can be found in Scholkopf and Smola (2001,
Section 4.2, p. 90). O
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A.2 Bounding the Standard Deviation of f

The following small theorem bounds the standard deviation of a decision function
with terms depending on properties of the kernel function and the training set. It
is used in Chapter 2 to illustrate the influence of several parameters.

Theorem A.2 (Bounding the Standard Deviation) Let ¢ : X — H be a fea-
ture map with corresponding kernel function K. If we are given a set of input
examples X C X and a function f : X — R such that the following representa-
tions hold

f(@) = (w, ¢(x));, + b (A.3)
w = Zaiqb(:ci) , (A4)
i=1

then it is possible to give the following upper bound for the standard deviation

of f:
Oz (f) < ||a|| vV >\max(K) “CK (A5)

with (i depending only on the kernel function K and the distribution of inputs
ek

Proof:
We start by writing the standard deviation of f in terms of the norm of w in H
and the standard deviation of transformed feature vectors ¢(x;):

o2 (f(x)) = /X (@) — Eu(f()))’ pla’) dat (A6)
- /X |
/ wllf, - [|6(') - Ea(d())
X

< ol - ( /X Kz, )p(a')da’

= [ ((w, () — Ea(¢())),,)" p(a’) da’ (A7)
</ I p(x') da’ (A.8)

- K(@' ) p(x) p(x') de'dx) . (A9)
XXX
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The last factor of the bound only depends on the input distribution p(x) and the
kernel, therefore, we use the notation % to refer to it. Due to the representation
of w, which only involves the set X (cf. representer theorem of Scholkopf and
Smola (2001)), the norm of the hyperplane w is bounded by the maximum
eigenvalue of the kernel matrix K and the norm of the coefficients a:

2 n
- Z aiaj (9(xi), d(@5)) gy (A.10)

|7, = Z%M%)
i=1 ' i,j=1
=a"Ka < ||a])?  Amax(K) (A.11)

O

A.3 Blockwise Inversion and Schur Complement

We summarize and state some results about blockwise matrix factorization,
which can be used for incremental learning with Gaussian processes and are also
important to derive some properties of multivariate Gaussian distributions given
in the next section.

Lemma A.3 (Blockwise Matrix Inversion) Given a matrix M that is divided
in the following block structure:

(A.12)

-2 3],

C D

the inverse matrix of M can be computed only using the inverse of A and the
inverse Schur complement S = —CA~'B + D:

(A.13)

M [ A-'4+A'BST!ICA! —A"!BS! }

-S~!CA! S-!

Proof: Let us have a look at the following algebraic manipulations:
I 0 A B A B

[ ~-CA ' I ] [ 0 D-CA'B ] { 0 S } (A.14)

[A B}{IAIB]_{AO

0 S|lo I os]’(A'ls)
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Note that the matrices used to generate the desired form of M are representing
exactly the principle of Gaussian elimination. Finally, we have:

1 0 I -A'B A o0
[t [s A5 8]

0 1 0 S
The inverse matrices of the transformation and the diagonal block matrix on the
right hand side are simple to calculate, due to their special structure. For this
reason, we can easily compute the inverse of M using the Schur complement
and the inverse matrix of the upper left submatrix:

1 -1

) _ _A-1

e I R e I

R S N A R R
) - Ao_l _A_Sl_]?s_l } [ _Cf&_l (Il } (A.19)
[ATRET A aw

With a symmetric matrix M, which can be written using C = BT, we can
further simplify the previous result:

M-l l A"l +A'BST'BTA™! —A-'BS™!

(-Aa-'Bs )" s-1 A2

O

Lemma A.4 (Matrix Inversion Lemma) With suitably sized matrices and A
being regular the following holds:

(A-BD'C) '=A'+A'B(D-CA'B) 'CA™' . (A22)

Proof: We follow the same argumentation as in the previous proof, but apply a
different Gaussian elimination that yields:

I -BD! I 0 S o
A T D P S e
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Using a similar derivation as done in the previous proof, we can state the
blockwise inversion lemma with a modified inverse Schur complement S<
—BD!C + A in the upper left corner of the matrix M~!. By comparing it to
the original result of the blockwise inversion lemma, we immediately arrive at
the statement of the current Lemma. O

A.4 Gaussian Identities
In the following, we present some fundamental facts about multivariate Gaussian

distributions and their corresponding marginal and conditional distributions.

Lemma A.5 (Sum of Two Gaussians) Let two multivariate Gaussian random
variables 1 ~ N (1, A1) and o ~ N (o, As) be given. It follows that the
sum of both random variables is distributed according to:

T+ T2 ~ N(py + B A+ Ag) (A.24)

Lemma A.6 (Conditional Gaussian Distribution) Let © = (x,,24)" be a
multivariate Gaussian random variable, i.e.  ~ N (u, M), with the following
mean vector and covariance matrix

A BT
(5] e [8] e

It follows that the conditional distribution p(x,, | & 4) is also a normal distribution
with mean vector p' and covariance matrix M’ (Petersen and Pedersen, 2008,
Section 8.1.3):

w=p, +B'D N (xy — py) M =A-B'D'B. (A.26)
Proof: A proof can be found in Bishop (2006, Section 2.3.2, p. 89). ]

Lemma A.7 (Maginal and Conditional Gaussian Distribution) If two Gaus-
sian random variables x, and x4 are given and are distributed according to

x, ~N(p,,A) (A.27)

x4l ~ N(Fz, +b,G) , (A.28)
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then the marginal distribution of x4 is as follows:

xy~ N(Fu, +b,G + FAFT) . (A.29)

Proof: A proof can be found in (Bishop, 2006, Section 2.3.3, p. 90-93). ]

A.5 Kernel and Second Moment Matrix
in Feature Space

We review some results given by Haasdonk and Pekalska (2010) highlight-
ing the connection of the kernel matrix and the (sample) second moment ma-
trix of the training data in feature space. We make use of the matrix ® =
[¢(x1), ..., ¢(x,] which contains all transformed training examples as columns.
Furthermore, let the regularized kernel matrix be defined as Kee = K+ U?I and
the second moment matrix of the data in feature space defined as C = %@@T
with its regularized version C, = % (<I><I>T + 031). Note that the regulariza-
tion of the second moment matrix with 2 > 0 is essential to ensure its regularity
if the feature space is high-dimensional, which is the case for most common
kernels. We can now state the following lemma:

Lemma A.8 (Second Moment Matrix in Feature Space) Let n be the num-
ber of training examples, C,,, be the regularized second moment matrix of the
training data in feature space and K., be the regularized kernel matrix as
defined in the previous paragraph. As derived by Haasdonk and Pekalska (2010,
Section 3.2), the following equation holds:

PK ! = lc—l<1>. (A.30)

reg n reg

Proof: The following basic identity establishes the first connection of C and K:
®37P = nCP = PK . (A31)

This result also holds in a similar version for the regularized matrices:
NCrg® =nC® + 02® = PK + 02® = & (K + 021) = PK,, . (A32)

The regularity of C., and K ., now allows us to multiply Eq. (A.32) with the
corresponding inverse matrices, which leads to the final result. (]
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A.6 Details about Adapted LS-SVM

In the following, we reconsider the optimization problem of Adapted LS-SVM
already reviewed in Section 3.4.6.4:

1 2 O¢
o L (r) _ (s) ‘ + = 2
L T PR P
subject to Vi=1l...n:y = (<w(7),¢(58i)>% + b) i
(A.33)

The aim of this section is to derive expressions for the solution of the above
optimization problem and especially its dual counterpart. We assume that the
bias is incorporated in the kernel function and derive the Lagrangian L:

ot 252
+ i:o‘i (yi - <w(7), ¢(%‘)>H - 57‘,) , (A.34)
=1

with the following derivatives

L™, ¢, @) = 5 |[w? ~ gu

(Ve L} (w7, b€, 0) = w'™ = Bw =~ aig(a;) (A.35)

{VeL} (w'™,b,€,0) = CE —a . (A.36)

We now set both gradients to zero and incoporate the equations for w (™) and &
in L yielding the Lagrangian dual function g(c):

1
=3 Zam @)|| + 55 ||a|| +a’z, (A3
with the abbrevation z1:

=y —£t—&Tw" (A.38)

1
—y, — za-@’ (5w<8> n <I>a) (A.39)

1
=y, — S0 — BeTw) — Ko . (A.40)

c
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Note that we concatenate the transformed examples to a single matrix ® =
[(x ) .., ¢(xn)]. We now use the set of support training examples X' =
{x;}™_, and write the normal vector of the support hyperplane as:

w) =3 "a;¢(x)) = '’ | (A41)

with @ = [¢(x]),...,¢(x),,)]. According to the representer theorem, this
representation is valid and appropiate coefficients ¢&; exist. Multiplying ® with
the hyperplane parameter yields the following kernel expressions:

Tw®) =dTd'a’ =K, o . (A.42)

Including all derived expressions in the Lagrangian in Eq. (A.37) gives:

g(a) = 5 \|‘I’0¢||H + 55 20 lal® +a’y, — |\a|| —fa’K. o — a'Ka
1
- iaTKa - = ||a|\ +aTy. - Ba’K,, o — a'Ka
1 1
- _iaT (K + CI) a+al (y, —PK..a) . (A.43)

Differentiating with respect to « yields:

(Voho) = (K gT) oy, - sKua' . (a4

and finally we get the optimal vector o for the target task, which was denoted as
a!7) in Section 3.4.6.4, by setting the gradient to zero, including the equation
for a’ and re-arranging:

1\ ! 1\*!
=K —1I —-6-K..- | K —1I . A4
(87 < rr+ C ) (y-r B TS ( ss T C ) ys> ( 5)
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Experimental Details

Table B.1: Mapping Caltech-101 category names to WordNet terms.

Caltech term  WordNet term  WN sense Caltech term WordNet term WN sense
airplanes airplane 1 barrel barrel 2
bass bass 8 beaver beaver 7
binocular binoculars 1 buddha - -
car_side car 1 ceiling_fan fan 1
cougar_body cougar 1 cougar_face cougar 1
crayfish crayfish 4 crocodile_head crocodile 1
dalmatian dalmatian 2 dolphin dolphin 2
emu emu 2 faces face 1
faces_easy face - flamingo_head flamingo 1
garfield - - inline_skate skate 1
lamp lamp 2 leopards leopard 2
lobster lobster 2 motorbikes motorbike 1
nautilus nautilus 2 octopus octopus 2
pyramid - - schooner schooner 2
scorpion scorpion 3 sea_horse sea_horse 2
snoopy - - stop_sign sign 2
tick tick 2 water_lilly water_lily 1
wild_cat wildcat 3 wrench wrench 3
yin_yang symbol 1

201
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(a) boxing

(b) hand-clapping

(¢) hand-waving

(d) jogging

(e) running

(f) walking

Figure B.1: Example images of the KTH action dataset, which comprises six different
action categories.
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Table B.2: Standard parameter values used to learn random decision forests in our
experiments. The influence of the parameters on the learning process is described in
Section 2.3.2.  This depth was never reached in practice and can be regarded as disabling
the termination criterion. { Termination only if all examples in the current node belong to
the same category or if there are not more than &, examples left.

Description Notation  Value
sampled features IR 300
sampled splits Q| 15
number of trees T 200
termination criterion maximum depth &4 1007
termination criterion impurity s 0.0
termination criterion examples én 10
1 : ‘ ‘ ‘ ‘
0.95 | ,
0o | // 7

area under the ROC curve
o
©
T

o7 r DepGP transfer (SPMK) —a— |
GP independent (SPMK) ---+---

065 DepGP transfer (plain BoV) —e— 7
0.6 ) GP in‘dependent‘(plain BoV) EERY-TE

) 1 2 3 4 5 6

number of training examples for the target task

Figure B.2: Comparison of all BoV Histograms and Spatial Pyramid Matching: The
graph compares plain BoV histograms as used in Section 5.2 and the results of spatial
pyramid matching utilized in Section 5.3. Performance values are given for binary transfer
learning with the target task okapi and the support task gerenuk (cf- Figure 5.5). It can be
seen that the SPMK framework has a significant benefit with respect to the recognition
performance and compared to plain BoV histograms. Another interesting observation is
that the performance gain of transfer learning is more prominent for the weaker feature
representation of standard BoV histograms. This can be explained by the fact that SPMK
introduces more prior knowledge about the task and transfer learning is likely to be more
beneficial if the independent learning performance is low.
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butterfly
chair
cougar_body
emu
gerenuk
hedgehog
kangaroo
llama
okapi
panda
rooster
watch

wild_cat

0 0.2 0.4 0.6 0.8 1
average precision using 1 training example

m DepGP-Reg transfer (WordNet J=3)

m DepGP-Reg transfer (no WordNet)

m GP-Reg independent

@ DepGP-Laplace transfer (no WordNet)

m GP-Laplace independent

(a) 1 training example

butterfly
chair
cougar_body
emu
gerenuk
hedgehog
kangaroo
llama
okapi
panda
rooster
watch

wild_cat

0 0.2 0.4 0.6 0.8 1
average precision using 2 training examples

m DepGP-Reg transfer (WordNet J=3)

m DepGP-Reg transfer (no WordNet)

m GP-Reg independent

@ DepGP-Laplace transfer (no WordNet)

m GP-Laplace independent

(b) 2 training examples

butterfly chair cougar_body emu gerenuk
WordNet J = 3 le-15 le-15 le-15 le-15 le-15
no WordNet le-7 le-3 le-8 le-13 le-12
hedgehog  kangaroo llama okapi
WordNet J = 3 le-15 le-6 le-15 le-12
no WordNet le-7 le-11 le-12 n.s.
panda rooster watch wild_cat
WordNet J = 3 n.s. n.s. le-13 le-15
no WordNet n.s. le-5 le-4 le-13

(c) Are the results in Figure B.3(a) significant compared to independent learning?
The p-value of the paired t-Test is below ... (n.s.= not significant)

Figure B.3: Detailed Results of Heterogeneous Transfer Learning: (a,b) Caltech-101
results for our transfer learning approach with and without pre-selection of support
classification tasks using WordNet and for independent learning using a single or two
training examples. (c) Results of a significance test.
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Notation

The following table contains the main symbols and notational conventions used
in this thesis.

[

equality that requires certain further assumptions
explained in the paragraph next to the equations

= equation related to a definition

n number of training examples
D dimension of a feature vector, number of features
zeRP z; eR vectors are denoted as bold lowercase letters and a

single element of a vector is written in normal font
A e R™P A, € R matrices are written as bold uppercase letters

diag(A) vector containing the diagonal elements of the
quadratic matrix A

I identity matrix, the size depends on the context and
is not given explicitly

O (f(n)) Landau notation for specifying asymptotic growth
rates

d [x] Dirac delta impulse with ¢ [z] = oo for 2 = 0 and
zero otherwise

5 (x) discrete impulse with 6 (x) = 1 for = 0 and zero
otherwise

sign (z) returns the sign of the argument, i.e. if x is negative
it returns —1 and 1 otherwise.

{Vaf}(x,y) gradient vector of the function f with respect to the

inputs « (column vector)
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yey

re X

T, €X

Yy« €Y
D:{(wlayl)v"'}
Dtesl, |Dt65t‘ — ’I’Lt

M

0

w
h: X =Y
f: X =R
H
o: X —>H
K: XxX—>R
KERTLXTL
k. eR"
n

Y

a e R”
B

T

R

single label or output

single input or training example

test input example

random variable of the label of the test example .
training set (ordinary set but with a canonical order)
test set used to evaluate the recognition performance
of a classification system

number of classes or categories

classification model or parameter estimated using
training data, for transfer learning algorithms it
refers to the information transferred between tasks
vector of a hyperplane used for a binary SVM clas-
sifier

decision function of a classifier, hypothesis

soft decision function of a classifier, latent function
of a Gaussian process classifier

feature space corresponding to the kernel K and the
transformation ¢

feature transformation

kernel function corresponding to the transformation
¢ (cf- Eq. (2.35))

kernel matrix of the training data D (cf. Defini-
tion 2.1)

kernel values computed between the test examples
x, and each of the training examples
hyperparameters of a kernel function

parameter of the Gaussian kernel (Eq. (2.41))
variable of the dual SVM optimization problem, co-
efficients of the kernel version of the decision func-
tion

fraction of training data used for each base model in
a Bagging approach

size of an ensemble

set of relevant features

number of leaves in a decision tree



NOTATION 241

err-ov
err-avg

leaf node in a decision tree corresponding to an input
example

hinge loss defined as H(z) = max (0,1 — z)
predictive mean of GP regression

predictive standard deviation of GP regression
standard deviation of the GP regression noise model
cumulative Gaussian function used in the probit
noise model

scaling factor of the GP classification probit noise
model

target task in a transfer learning setting

single support task in a transfer learning setting
training set of the target task/class

training set of a single selected support task
training data of all available support tasks

labels of the target and the support task

kernel values computed between a new test example
x. and the set of target and support training exam-
ples

task correlation parameter

leave-one-out predictive mean and variance of exam-
ple z;

one-class classification score

set of local features including descriptors and posi-
tions

dimension of local descriptors

multi-dimensional descriptor of a local feature
position of a local feature

bag of visual words histogram

pyramid matching kernel

levels of the pyramid matching kernel

confusion matrix

overall recognition rate

average recognition rate
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MAP, see maximum a posteriori

MAP estimation, see maximum a pos-
teriori estimation

margin, 44

marginalization, 29

Markov chain Monte Carlo, 20, 31

maximum a posteriori, 28

maximum a posteriori estimation, 76

maximum likelihood, 28

MCMC, see Markov chain Monte Carlo

mercer condition, 40

metric learning, 12

minimum mean square error, 31

minimum variance error, see MMSE

ML, see maximum likelihood

MMSE, see minimum mean square er-
ror

model selection, 27
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multi-class transfer learner, 73

multi-class transfer learning, 73

multi-class transfer learning algorithm,
73

multi-output learning, 100

Netflix prize, 3

noise model, 56

non-parametric, 29

nonlinear problem, 38

novelty detection, see one-class classi-
fication

object detection, 115

one-class classification, 3, 18, 165, 167

one-vs-X, 50, 51

outlier detection, see one-class classifi-
cation, 18

overall recognition rate, 132

PAC, see probable approximate correct-
ness

Parzen estimator, 20, 109

PHoG, see pyramid of histograms of
orientation gradients

pLSA, see probabilistic Latent Seman-
tic Analysis

plug-in principle, 28

PMK, see pyramid match kernel

point estimate, 28

PR curves, see precision-recall curves

precision-recall curves, 134

probabilistic Latent Semantic Analysis,
22

probable approximate correctness, 16

probit model, 60

pruning, 36

pyramid match kernel, 125

pyramid of histograms of orientation
gradients, 128

random decision forest, 34, 37
random forest, see RDF
RDF, see random decision forest
receiver operator characteristic, 133
regularization

joint, 14, 81

Tikhonov, 6

trace norm, 14
representer theorem, 39
ROC, see receiver operator characteris-

tic

rotation forests, 37

sample-selection bias, 10

scale invariant feature transform, 116

semantic segmentation, 16, 22, 115

semi-parametric latent factor model, 15

separator, 30

SIFT, see scale invariant feature trans-
form

SLFM, see semi-parametric latent fac-
tor model

soft margin classifier, 46

space-time interest points, 164

spatial pyramid matching kernel, 127

SPMK, see spatial pyramid matching
kernel

STIP, see space-time interest points

support task, 7

support vector data description, 20

support vector machines, 6, 43

support vectors, 44

SVDD, see support vector data descrip-
tion

SVM, see support vector machines
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target task, 7
task clustering, 17
task-specific features, 15
time-of-flight, 120
ToF, see time-of-flight
training set, 26
transfer
interclass, 7
knowledge, 7
negative, 9
transfer information, 72
transfer learner, 72
transfer learning algorithm, 72
true positive rate, 133

VC dimension, 5
weak classifier, see base classifiers

Zipf’s law, 2
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