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Abstract

The problem of  planning  the  Next  Best  View (NBV) 
still poses many questions. However, the achieved meth-
ods and algorithms are hard to compare, since research-
ers  use  their  own test  objects  for  planning  and recon-
struction  and  compute  specific  quality  measures.  Con-
sequently, these numbers make different statements about  
different objects. Thus, the quality of the results and the  
performance of the methods are not easily comparable. In  
order to mend this lack of  measure and comparability,  
this paper suggests a test object together with a reference  
benchmark.  These  allow  comparison  of  reconstruction 
results from different NBV algorithms achieved with dif-
ferent techniques and various kinds of sensors.

1. Introduction

 In the past years, a lot of work has been done in the 
area  of  active  vision  and  sensor  planning  (cf.  [3-7]). 
However, two major problems of all past activities can be 
stated.  First,  researchers  use  their  own  test  objects. 
Second, the reconstruction quality is measured by differ-
ent criteria or, if these are denoted the same, the criteria 
may be  formalised in  different  ways.  Because  of  these 
shortcomings in standardisation, the studied methods can-
not be compared and the state of the art in this research 
area cannot be reviewed without further considerable ef-
fort, since the exact relative performance of the methods 
is unknown.

A solution to this problem is a common reference test 
object  entailing challenges  to  all  kinds of  active vision 
systems,  like  different  scanner  hardware  and  different 
planning methods. This can be completed by a reference 
benchmark judging the quality of the reconstructed test 
object and, hence, judging the performance of the whole 
NBV planning system. Thus, the desired benchmark has 
to overcome the difficulty of being independent from the 
scanner hardware used (e.g.  IR/laser  scanners,  intensity 
cameras with/without fringe projection) and from the ac-
tual  planning methods.

The contribution of this paper is a discussion of differ-
ent elements that a test object should consists of, in order 
to be a challenge for a wide range of algorithms. Addi-
tionally, we suggest formal criteria in order to judge re-
construction results in the context of NBV. The idea is to 
provide the community with a standardized test environ-
ment to make comparison of algorithms possible in the 
future.

The  remainder  of  the  paper  is  organised  as  follows. 
The next section gives a literature review showing differ-
ent test objects previously used. In section 3, criteria for a 

common test object are proposed together with a sugges-
tion of one sample of such a object. Section 4 discusses 
elements of a reconstruction benchmark. Section 5 shows 
first  results using the test  object with two different  ap-
proaches for reconstruction and NBV planning, and illus-
trate  the  proposed  benchmark.  The  paper  ends  with  a 
summary and outlook in section 6.

2. Literature Review

The  variety  of  test  objects  makes  evaluation  of  the 
methods difficult. In this situation, as Scott [8] states, the 
field could benefit from standardized performance bench-
marks and quantitative performance analysis.

To evaluate their algorithms, authors use different geo-
metrical  primitives  (L-shaped  block,  wedge  [9],  cube, 
sphere,  torus  [10]),  various  small  objects  (cups  [7,10], 
duck/temple/dino/bird/dog models [11,1]), as well as sev-
eral busts [17]. Some attempts have been made to con-
struct specific test objects, either as building blocks scene 
[14], or as simulation models [12,13]. However, from a 
benchmarking perspective, most of those approaches lack 
certain  features  which  are  needed  in  a  view  planning 
framework.

First of all, the complexity (regarding NBV planning) 
of most used test objects is rather low, especially in the 
sense that there are only small regions with (self-) occlu-
sions (with the exception of the temple [1] and simulation 
models [12,13]). This leads to nearly 99% completeness 
within few views taken. While this might be adequate for 
a proof-of-concept, this is not a satisfying starting posi-
tion  for  a  detailed  comparison  between  planning  al-
gorithms. Seitz et al. [1] state e.g. that the completeness 
numbers were not very discriminative. Therefore an adap-
ted test object should contain a suitably large amount of 
concavities and occluded surface areas.

Second, most objects are chosen with a specific scan-
ning technology in mind. But the idea to benefit from col-
laboration  between  different  reconstruction  approaches 
should result in a test object which is useful for a variety 
of  methods  by design.  This  includes  surface  texture  as 
well as increasing complexity of individual details. 

Third, while most of the planning algorithms consider 
grazing  angle  as  a  subjective  quality  measure  [8],  we 
think it is crucial to evaluate the  quality of the final re-
construction  as well as the surface coverage. Seitz et al. 
[1]  do  so  by  modeling  an  error,  which  90%  (user 
threshold)  of  the  reconstructed  points  do  not  exceed. 
Girod et al. [17] use the difference volume between sur-
face meshes.

Finally,  different  performance  measures  have  been 
used. Most of the authors considered the number of views 
and completeness, while the latter was often not formal-



ised.  Only  few authors  take  accuracy  into  account  [1]. 
However, [8] proposes the following three measures for 
evaluating view planning  algorithms:  view plan  quality 
(in terms of the quality of the reconstruction), view plan 
efficiency (in terms of views needed) and view plan com-
putational efficiency (in terms of complexity and time). 
They also state that there is a lack of clarity with respect 
to the viewpoint  planning objective, whether it  is  some 
global optimum, „acceptable“ viewpoints or a minimum 
number of views.

Although there is a clear demand for a reference bench-
mark, it is clear that a common minimal set of object de-
tails (posing special challenges) is hard to find. In the next 
sections, we present generic geometric details that a test 
object should consists of together with a discussion of an 
associated formal benchmark.

3. Reference Object in Detail

General benchmark criteria  The objectives of a bench-
mark in the context of NBV planning can be summarized 
as follows. The primary goal is to evaluate the reconstruc-
tion  quality  a  NBV  algorithm  achieves.  As  section  4 
shows in detail, this is done by combining the results of 
the various object details introduced with the complete re-
construction. Therefore, the primary objective of the NBV 
algorithm in  question  is  to  maximize  the  completeness 
and accuracy of the reconstruction (similar to „view plan 
quality“ [8]). The secondary condition is to minimize the 
number of views – and time – needed to achieve the re-
construction  quality  (similar  to  „view  plan  efficiency“ 
[8]).
Derivation of a reference object  In this section we want 
to discuss attributes,  a NBV test object should possess. 
We then show how we realised those attributes using cer-
tain object details by presenting one specific reference ob-
ject prototype (details denoted by their number in brack-
ets,  cf.  figure  1  for  an  example  object).  A  test  object 
should not  be symmetric  (see details  1,2,4).  This  often 
leads to overly simplified,  regularly spaced view plans. 
Furthermore, self occlusions are needed to challenge the 
planner (1,3,4,7,8). Additionally, when using active fringe 
projection systems, shadows should be cast onto the ob-
ject (1).  Curved surfaces (2,4,8) as well as sharp edges 
pose  difficulties  to  different  reconstruction  approaches. 
To  test  the  incorporation  of  the  sensor  model  into  the 
planner  we need a  detail  which requires  special  sensor 
alignment to it (5). The access to holes is a difficult plan-
ning issue and has to be tested (5,6). Optionally, length 
errors could be tested (7,8). Finally, a scanner resolution 
estimate should be provided (9).

We now describe the proposed details. Their numbers 
reference them in fig. 1. Further views of the prototype 
object together with a description for POV-Ray are avail-
able at [15].
• Basic object setup. This subset examines basic plan-

ning and reconstruction capabilities. It consists from 
the following details:
1. „Tripod“: Three small cuboidal elements, which 

occlude  (and  shade)  parts  of  the  „sinusoidal 
face“. Both number of points and completeness 
in its junctions are demanding.

2. „Sinusoidal face“: Yields an asymmetric overall 
shape  of  the  test  object.  Has  a  smooth,  but 

curved  surface.  Varying  surface  normals  com-
plicate reconstruction.

3. „Notch“: Used as a cavity for two details of the 
full benchmark. Its side faces need to be scanned 
from appropriate views.

4. „Negative  half  sphere“:  Constrained  visibility 
and shadows challenge the reconstruction of its 
interior.

• Full object setup. All details combined pose a chal-
lenge to more sophisticated scanning and/or planning 
methods. The full benchmark extends the basic one 
by the following, additional details:
5. „Slotted hole“: Scanning this concavity requires 

a certain alignment of stereo systems. Conceal-
able.

6. „Drill  holes“:  Three  holes  with  proportions  of 
diameter to depth from 2:1 through 1:1 to 1:2 act 
as prototypes for concavities of interest with in-
creasing difficulty. Concealable.

7. „Frustum of pyramid“: Common test detail with 
hard  to  scan  side  faces.  Optionally,  one  could 
compare both the planarity of its five upper faces 
and the length deviation of their resulting inter-
sections to their corresponding ground truth val-
ues. Pluggable.

8. „Positive half sphere“: Test detail with calibrated 
radius. Sphere base is hard to scan. Pluggable.

9. „Riffle plate“ - optional: Plate with a 2D array of 
miniature  frustrums  of  pyramids.  The  size  of 
their top face decreases. Can be used to determ-
ine  scanning  resolution  in  object  space.  Plug-
gable.

These details, surely, do not represent all objects in the 
world, but as a union of abstract challenges they cover a 
wide range of real-world objects.

Figure 1. Proposed prototype of a test object con-
sisting of the details described. The numbers relate 
to the individual details in the text.

Our Prototype  The proposed test object has the overall 
shape of a cube, but it is not symmetric. It combines a set 
of object details covering the discussed requirements. By 
constraining its size to approximately 20 x 20 x 20 cm³, 
the object satisfies the (often implicit) demand for com-
plete enclosure into the measurement volume. To satisfy 
the need for a fine grained surface texture, laser labeling 
can optionally be applied. A common texture pattern for 
passive lighting techniques is available at [15]. Adapta-
tion  to  different  complexity  levels  can  be  achieved 
through a  plug-in  architecture  of  several  details,  which 
can be added as needed. The test object has five faces of 
interest, which can be scanned from the upper half sphere 
around it. While normally standing on its bottom side, it 
can be placed on any of its sides.



This test object is not intended to evaluate a scanners 
physical resolution. However, to reasonably rate the re-
construction precision, a relative accuracy (regarding spe-
cial  object  details)  of  30µm for  smoothness  as  well  as 
length deviation is targeted for.

4. Evaluation of the Planning Result

For benchmarking the reconstruction result of a NBV 
planning  algorithm,  we  take  the  reconstruction  quality 
and the number of views v  (cf. view plan efficiency from 
[8], but avoiding interdependencies) into account. The re-
construction quality  is  represented by the  coverage  c , 
the  average  distance  of  neighboring  points  d av  within 
the  reconstruction  and  the  average  error  eav .  Further 
specification of these items will be carried out in the next 
section.  The  benchmark  for  the  reconstruction  of  the 
whole reference object is given by the tuple

b=[c , d av , eav , v ] . (1)

The number of views is considered for the whole object 
only. For a certain object detail i  the benchmark is

bi=[c i , d av ,i , eav , i] . (2)

The coverage ci   describes, what percentage of the refer-
ence  surface  is  covered  by  reconstructed  points.  This 
value is  independent of  the point  density  of the recon-
struction and does not need any user threshold. For com-
putation,  an  equidistant  point  cover  (equidistant  points 
created on the reference CAD surface) is created, holding 
the  same  number  of  points  as  the  reconstruction.  The 
same technique can be utilized to yield points from con-
tinuous surfaces. Then, for each reconstructed point, the 
closest point of this point cover is marked. Now, the cov-
erage is given by the percentage of marked points within 
the point cover. This measure implicitly demands a homo-
geneous distribution of the reconstructed points on the ob-
ject surface. As another important aspect, the reconstruc-
tion point density should be revealed in some way. This 
can  be  achieved  by  computing  the  average  distance 
d av  ,i   between  a  reconstructed  point  and  its  nearest 

neighbor  within  the  set  of  all  reconstructed  points.  In 
combination,  these  two  values  correspond  to  the  com-
pleteness of the reconstruction. Reconstruction  accuracy 
is modeled inversely by the modified Hausdorff distance 
eav  , i   (average error) of a reconstructed point from the 

reference surface (as also used in [2] for object matching).
Establishing the overall benchmark  b  The individual 
object details pose different challenges to NBV planning 
approaches. Therefore, we combine the values belonging 
to one criterion, weighting equally the value of the whole 
object and the mean value of the special details. As an ex-
ample, to compute the overall coverage  c  for the basic 
benchmark, we combine the coverage c whole  of the whole 
basic  reference  object  and  the  coverage  values 
ci i=1,... , F   of the  F  details (basic:  F=4)  by the fol-

lowing formula:

c=
1
2 c whole

1
F
∑
i=1

F

ci . (3)

We do this in an analogous manner for d av  and eav . By 
these  weighted  combinations,  we yield  a  global  recon-
struction benchmark as shown in equation (1).

5. Experiments

In order to verify and discuss the proposed test object 
together  with  the  benchmark,  we  perform  experiments 
with two different NBV planning approaches. As a first 
step of the verification of the desired characteristics, these 
tests  are  realised within a  simulation environment.  The 
first method is described in [13]. It uses active fringe pro-
jection (active illumination) and incorporates a rough pri-
or shape model for planning the NBV. The second one 
(see [6]) is an information theoretic approach without act-
ive illumination. The simulation framework allows recon-
structing  points  within  the  reference  coordinate  frame. 
Therefore,  an  initial  fitting  step  (before  applying  the 
benchmark)  can be  omitted.  In  practice,  this  alignment 
could be done by using the ICP algorithm. Figure 2 shows 
the respective reconstructions of the negative half sphere 
of the two methods. The point sets triangulated for illus-
tration.

Figure 2. Reconstructions of negative half sphere, 
results from NBV planning approaches with ([13], 
left)  /  without  ([6],  right)  active  illumination. 
Whole object observed by 8 / 10 views.

Table 1 shows the benchmark results and demonstrates 
the comparison of the computed reconstructions. The res-
ults  are  compared  by  coverage,  average  minimal  point 
distance and the average error of a reconstructed point as 
shown in equation (2). The values are computed as de-
scribed in the previous section with the exception of the 
average error.

The possibility of incorporating the CAD model is not 
implemented, yet. As a temporary workaround, we gener-
ate a dense point cover (average minimal point distance 
100µm) of the object. The error distance of a reconstruc-
ted point then is calculated as the distance from the next 
point within this dense point cover. The benchmark result 
for the whole object is completed by the number of views 
(cf. equation (1)).

Table 1. Benchmark results. Tuples [c i , d av ,i , eav , i]  
for object details and [c ,d av , eav , v ]  for the whole 
object (basic benchmark)

object detail
reconstruction

according to [13]
reconstruction
according to [6]

tripod [69%,0.34mm,0.10mm] [58%,6.59mm,1.43mm]

sinusoidal face [73%,0.41mm,0.08mm] [47%,7.18mm,1.58mm]

notch [75%,0.51mm,0.18mm] [51%,12.70mm,5.62mm]

neg. sphere [77%,0.55mm,0.12mm] [57%,7.34mm,2.42mm]

whole basic object [70%,0.31mm,0.11mm] [52%,7.52mm,1.50mm]

basic benchmark [71%,0.39mm,0.12mm,8] [53%,7.98mm,2.13mm,10]



The reconstructed point sets differ significantly in terms 
of completeness and accuracy. In both cases coverage is 
significantly below 100%. The reason for this is that cov-
erage, as defined in section 4, incorporates the distribu-
tional  homogeneity  of  the reconstruction.  Hence,  if  the 
local point density is low (equivalently, the average min-
imal point distance is locally high) this can be seen as a 
hole in the reconstruction. In this sense the coverage is 
lower. The average minimal point distances differ notably 
between the two results. This is caused by a significantly 
larger  number  of  reconstructed  points  from  the  recon-
struction using active illumination. The larger average er-
ror  of  the  reconstruction  without  active  illumination  is 
surely caused by the quality of the point feature detection 
without an active light source. There seems to be a contra-
diction between the coverage values and the illustrations 
in figure 2. The reconstruction result on the right does not 
show any holes in the mesh, but its coverage is lower than 
the other one. The reason is that our approach does not 
benchmark mesh surfaces, but point sets with regard to 
the reference model. This is further amplified by requiring 
distributional  homogeneity  of  the  reconstructed  points. 
So, the contradiction is resolved when considering the in-
homogeneous point distribution of the reconstruction res-
ult on the right.

6. Summary and Outlook

In this paper, we motivated the necessity of a common 
test  object  and  a  common  benchmarking  strategy  for 
NBV planning in 3D reconstruction. Desired attributes of 
the test object were encouraged within a literature review. 
We proposed a test object and a benchmark for 3D recon-
struction with special regard to NBV planning. The influ-
ence of the desired attributes on the design of the test ob-
ject and the special object details was shown. By the pro-
posed benchmark we were able to, quantitatively,  com-
pare results from the application of different NBV plan-
ning approaches.

However, the error value of this benchmark does not 
incorporate  the  maximal  reconstruction  error  (maximal 
deviation  of  a  reconstructed  point  from  the  reference 
model). This data could be important for some applica-
tions. Therefore, the way of regarding the maximal devi-
ation needs further analysis.

The simulations were performed without initial fitting 
steps, since the coordinate frames of reference and recon-
struction were the same. But in general, the problem of 
fitting the  respective points  to  the  reference  model  can 
cause problems, especially for single details with only a 
few points. Additionally, it must be ensured that the map-
ping of reconstructed points to a special object detail is 
unique. We will address this in future research.

As the next step, the simulation results have to be con-
firmed by results from experiments with a physical ver-
sion of the test object. Further experiments with compar-
able reconstruction techniques will be conducted to prove 
effectiveness of the proposed benchmarking framework.
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