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Abstract Large amounts of labeled training data are one of
the main contributors to the great success that deep models
have achieved in the past. Label acquisition for tasks other
than benchmarks can pose a challenge due to requirements
of both funding and expertise. By selecting unlabeled ex-
amples that are promising in terms of model improvement
and only asking for respective labels, active learning can in-
crease the efficiency of the labeling process in terms of time
and cost.

In this work, we describe combinations of an incremen-
tal learning scheme and methods of active learning. These
allow for continuous exploration of newly observed unla-
beled data. We describe selection criteria based on model
uncertainty as well as expected model output change (E-
MOC). An object detection task is evaluated in a continu-
ous exploration context on the PASCAL VOC dataset. We
also validate a weakly supervised system based on active
and incremental learning in a real-world biodiversity appli-
cation where images from camera traps are analyzed. Label-
ing only 32 images by accepting or rejecting proposals gen-
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erated by our method yields an increase in accuracy from
25.4% to 42.6%.
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1 Introduction

Deep convolutional networks (CNNs) show impressive per-
formance in a variety of applications. Even in the challeng-
ing task of object detection, they serve as excellent models
[1814414511521)53]]. Traditionally, most research in the area of
object detection builds on models trained once on reliable
labeled data for a predefined application. However, in many
application scenarios, new data becomes available over time
or the distribution underlying the problem changes. When
this happens, models are usually retrained from scratch or
have to be refined via either fine-tuning [21,/45] or incre-
mental learning [40L51]]. In any case, a human expert has to
assign labels to identify objects and corresponding classes
for every unlabeled example. When domain knowledge is
necessary to assign reliable labels, this is the limiting factor
in terms of effort or costs. For example, cancer experts have
to manually annotate hundreds of images to provide accu-
rately labeled data [50,56].

Changing distributions can also pose a problem because
constant relabeling is required. Self-driving cars for example
should not be confused by new types of signage or other
changes in regulation and environment. To adapt to them,
additional labels need to be supplied.

In the field of biodiversity, there is a strong demand for
reliable and cost-effective methods of estimating diversity
indicators such as animal abundance and site occupancy [46].
Manual observation in the field can be replaced by auto-
mated camera traps. However, images from these cameras
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Fig. 1 Pipeline for determining active learning value of a whole unlabeled image in object detection. First, bounding boxes are predicted using a
method such as YOLO. For each bounding box we calculate an individual active learning value, e.g. 1-vs-2, based on the distribution of predicted
classes. These values are then aggregated in order to identify valuable unlabeled images. Figure from [4]. Note: cows are unknown at this stage in

learning.

require expert analysis to be useful in biodiversity studies.
Machine learning can reduce the amount of expert work re-
quired by generalizing from labeled images. Still, when new
species are observed or environmental changes occur, new
labels may be necessary for stable recognition performance.

The goal of active learning is to minimize this label-
ing effort by selecting only valuable unlabeled examples for
annotation by the human domain expert. Active learning is
widely studied in classification tasks, where different mea-
sures of uncertainty are the most common choice for selec-
tion [64/131[22,241128/137.163].

1.1 Structure

This work is split in two parts: The first part starts by de-
scribing the tasks tackled and the active learning problem
in general (see section [3). We propose two active learning
methods in section ] The first method is uniquely generic
and can be applied to any object detection system unlike
most related methods. The second is geared towards one
of the most famous deep object detectors: ““You Only Look
Once” — YOLO [52]]. We add an incremental learning scheme
[36] to build an object detection system suitable for active
and continuous exploration applications. We first show the
validity and performance of our system in an experiment on
a popular benchmark dataset in section[3} It is then applied
and evaluated in a real-life situation in section [6] helping
biodiversity researchers with their analysis of wildlife cam-
era footage. The software is described in detail in section 7]
and available upon request.

In the second part, section §]gives an outlook into a more
theoretically sound active learning method called Expected
Model Output Change (EMOC, [[L1]). As a first step towards
using it in our application, we validate its performance in a
related scenario where object proposals from an unsuper-
vised method are classified.

2 Related Work
2.1 Object Detection using CNNs

An important contribution to object detection based on deep
learning is R-CNN [[18]]. It delivers a considerable improve-
ment over previously published sliding window-based ap-
proaches. R-CNN employs selective search [64], an unsu-
pervised method to generate region proposals. A pre-trained
CNN performs feature extraction. Linear SVMs (one per
class) are used to score the extracted features and a thresh-
old is applied to filter the large number of proposed regions.
Fast R-CNN [17] and Faster R-CNN [55]] offer further im-
provements.

Object detection can also be performed in a single step,
combining localization and classification. An example of
this is YOLO [52], short for “You Only Look Once”. The
authors train a CNN end-to-end as opposed to using it sim-
ply for feature extraction. After the single pass prediction,
some post-processing is required to turn the model’s repre-
sentation into a list of bounding boxes. This includes thresh-
olding and non-maximum suppression. Because YOLO can
classify and localize independently, it can localize objects
of unknown classes robustly. This property is important for
active exploration scenarios where new classes may appear
at any time.

A similar approach to YOLO is SSD [44]. It also deliv-
ers the detections using a complex output encoding. A num-
ber of improvements make it more accurate and faster than
YOLO at the same time. One improvement is the incorpora-
tion of prior knowledge about the distribution of bounding
box aspect ratios. SSD also considers multiple scales during
prediction.

In [41], a new loss function for single-pass object detec-
tors is proposed to counter the effects of imbalanced posi-
tive and negative examples which are typical for detection
tasks. The authors also propose an efficient implementation
called RetinaNet which combines the accuracy of two-stage
approaches with the speed of single-stage approaches.
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YOLOV2 [53] improves upon the original YOLO by in-
cluding aspect ratio priors for bounding boxes and more
fine-grained feature maps using pass-through layers to in-
crease resolution. The network is trained on multiple scales
by resizing during training. The input size can be changed
arbitrarily since it only contains convolutional and pooling
layers [45]]. Further small improvements are proposed in [54]]
as YOLOV3, such as training at more scales and using a
more accurate and efficient feature extraction network. We
use YOLO in favor of YOLOvV2/v3, RetinaNet or SSD be-
cause of its relative simplicity w.r.t. its output encoding.

2.2 Active Learning for Object Detection

The authors of [[I] propose an active learning system for
pedestrian detection in videos taken by a camera mounted on
the front of a moving car. Their detection method is based on
AdaBoost while sampling of unlabeled instances is realized
by hand-tuned thresholding of detections. Object detection
using generalized Hough transform in combination with ran-
domized decision trees, called Hough forests, is presented
in [[70]]. Here, costs are estimated for annotations, and in-
stances with highest costs are selected for labeling. This fol-
lows the intuition that those examples are most likely to be
difficult and therefore considered most valuable. An active
learning approach for satellite images using sliding windows
in combination with an SVM classifier and margin sampling
is proposed in [2]. The combination of active learning for
object detection with crowd sourcing is presented in [66].
A part-based detector for SVM classifiers in combination
with hashing is proposed for use in large-scale settings. Ac-
tive learning is realized by selecting the most uncertain in-
stances for labeling. In [58]], object detection is interpreted
as a structured prediction problem using a version space ap-
proach in the so called “difference of features” space. The
authors propose different margin sampling approaches esti-
mating the future margin of an SVM classifier.

Like our proposed approach, most related methods pre-
sented above rely on uncertainty information like least con-
fidence or 1-vs-2. However, they are designed for a specific
type of object detection and therefore can not be applied
directly to the output of YOLO. Additionally, our method
does not propose single objects to the human annotator. It
presents whole images and takes labels for every object in
the image as input. We also attempt to exploit information
specific to YOLO in a secondary approach and compare it
to our proposed generic methods.

2.3 Active Learning for Deep Architectures

In [67] and [68], uncertainty-based active learning criteria
for deep models are proposed. The authors offer several met-

rics to estimate model uncertainty, including least confidence,
margin or entropy sampling. Wang et al. additionally de-
scribe a self-taught learning scheme, where the model’s pre-
diction is used as a label for further training if uncertainty
is below a threshold. Another type of margin sampling is
presented in [61]. The authors propose querying examples
according to the quotient of the highest and second-highest
class probability.

The visual detection of defects using a ResNet is pre-
sented in [9]]. The authors propose two methods: uncertainty
sampling (i.e. defect probability of 0.5) and positive sam-
pling (i.e. selecting every positive example since they are
very rare) for querying unlabeled instances as model up-
date after labeling. Another work which presents uncertainty
sampling is [43]]. In addition, a query by committee strategy
as well as active learning involving weighted incremental
dictionary learning for active learning are proposed.

In the work of [14], several uncertainty-related measures
for active learning are proposed. Since they use Bayesian
CNNs, they can make use of the probabilistic output and
employ methods like variance sampling, entropy sampling
or maximizing mutual information.

All of the works introduced above are tailored to ac-
tive learning in classification scenarios. Most of them rely
on model uncertainty, similar to our proposed selection cri-
teria. We are evaluating object detection scenarios where
we partly take advantage of the special output generated by
YOLO. Thus, these works can not be applied directly.

Besides estimating the uncertainty of the model, further
retraining-based approaches are maximizing the expected
model change [23]] or the expected model output change [34]]
that unlabeled examples would cause after labeling. Since
each bounding box inside an image has to be evaluated ac-
cording its active learning value, both measures would be
impractical in terms of runtime without further modifica-
tions. First steps towards using EMOC for detection are out-
lined in section

A more complete overview of general active learning
strategies can be found in [31,159].

2.4 Human-Computer Interaction

While efficient sampling of unlabeled data for later anno-
tation is an important step towards better use of expert time
and funding, there are other aspects of a learning system that
have potential for improvement, namely the human-computer
interaction. Weak supervision in general is the use of labels
or supervision signals that are less precise, accurate or com-
plex than actually required by the task at hand [71]]. This
usually means that more labels are needed to reach a certain
accuracy. However, interaction times can be faster, leading
to a net gain for certain weakly supervised methods. Less
precise labels may also be more widely available or cheaper.
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In [49], the authors propose an interaction scheme for
annotating bounding boxes. Proposals for bounding boxes
are generated and the annotator can only verify, or in certain
setups, modify them. This reduces the annotation time sub-
stantially compared to manual painting of bounding boxes,
but also leads to verification of bounding boxes that are not
perfect. In their experiments, they show that the trade-off
works in favor of their proposed method, the concept of
which we also adopt in our system (see sections [] and [7)).

Extreme clicking [48]] is an approach which requires man-
ual annotation, but in a more reasonable manner. Instead of
requesting the often non-existent top left and bottom right
corners of an object, the user selects four extreme points in
the top, bottom, left, and right directions. This leads to a 5x
speedup in interactions without any loss of accuracy.

2.5 Automated Wildlife Surveillance

The work [19]] presents a study of the effectiveness of dif-
ferent deep learning architectures on deciding first if an im-
age shows a bird or mammal and deciding the correct mam-
mal set afterwards using the Snapshot Serengeti dataset [62].
Forwarding images with low confidence decisions to a hu-
man expert allows for reaching high accuracies.

A related approach is proposed in [47] where animals
are classified after deciding if an image contains an animal
at all. This work presents a study of different CNN archi-
tectures also using the Snapshot Serengeti dataset. Another
study with a deeper evaluation on different subsets of this
dataset involving species-level accuracies was presented in
[20].

Animal segmentation using Multi-Layer Robust Princi-
pal Component Analysis involving color and texture fea-
tures was proposed in [[16]. This approach was further com-
bined with deep learning methods in [15]. Both works are
evaluated on camera trap data from a Colombian forest.

In contrast to those approaches, we do not rely on a fixed
training set but explicitly acquire new training data to im-
prove our model. Additionally, we are able to handle images
showing more than one animal since we use detection meth-
ods instead of assigning whole image labels.

An animal re-identification approach based on object pro-
posals, which are then used to extract faces for classification,
is presented in [3]]. This method also relies on YOLO to gen-
erate class-independent proposals.

3 Background: Classification, Detection, Supervision
and the Active Learning Problem

This section serves to introduce the notation used and prob-
lems tackled throughout the first part of this work.

Classification is a machine learning task in which an exam-
ple x, e.g. an image or text, from a data space ® is assigned
a class ¢ from a set C of many possible classes, e.g. cat or
dog. For our purposes, we require a classifier to not only
assign a class ¢, but predict a distribution over all classes C
given an example x. As such, we define a classifier function
f¢ (also called score) per class ¢ € C:

fe x> pcx) with Zﬁ(x) =1. (1)

ceC

In the following sections, we will mostly look at the classi-
fier output in the form of the estimated distribution p.

Detection or object detection is a more complex task where
a non-fixed number of instances of classes in an image x is
both localized and classified. For a given image x, a detector
produces D different detections depending on the content
of x. For each detection (indexed i), a bounding box B; =
(x,y,w,h); and class distribution p;(c,x) are estimated:

feitxe (Bi, pi(clx)) with Y foi(x) =1 . )

ceC

The following sections will focus on the estimated distribu-
tions p; of a detector.

3.1 Incremental Learning

Typically, classifiers and detectors are trained once, “seeing”
all training data, and then used indefinitely without any fur-
ther adjustments. For long-running applications, this setup
can become problematic: over time, a problem domain can
change or extend, e.g. to new classes. Instead of time- and
resource-intensive retraining, one can also apply incremen-
tal learning. Here, an existing model is augmented such that
it learns any new training data without “forgetting” about
the previous observations.

3.2 Weakly Supervised Learning

In most cases, classifiers and detectors are trained in a super-
vised fashion, meaning that the training data is made up of
pairs of examples and labels (x,y). In contrast, unsupervised
learning considers only the examples themselves, without
labels. Examples include clustering methods as well as gen-
erative models. Weakly supervised learning is a compromise:
labels are available, but are of reduced quality or information
content. This technique can be used to trade-off annotation
time against label quality in an effort to achieve better accu-
racy within a given amount of annotation time.
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3.3 Active Learning

Active learning is the problem of selecting examples x from
an unlabeled pool 4 for labeling, e.g. by a human annota-
tor, such that the performance of a future machine learning
task is maximized when the selected and annotated exam-
ples are learned. The ultimate goal is to increase data ef-
ficiency and to minimize the need for manual annotation.
The active learning problem can be rephrased as a value as-
signment, where higher values indicate better future perfor-
mance when the example is labeled and used for training.
Each example x is assigned a value in [0,1] by a function
v(x), also called an active learning metric. Selection is then
performed by sorting all candidate unlabeled examples by
their value and choosing the desired amount of top exam-
ples.

Active learning is often used in conjunction with incre-
mental learning of small batches. Many active learning meth-
ods incorporate the prediction of an existing model into their
value function, which might change substantially after learn-
ing only a few examples. As such, a tight feedback loop is
important for good data efficiency.

The predictions of a model on unseen, unlabeled exam-
ples, can be analyzed for uncertainty. Uncertainty is one of
the most common concepts in active learning [65131221[24]
28.137L63]], as it serves as a reasonable indicator of valuable
examples.

1-vs-2 An estimated distribution p(c|x) can be analyzed for
indications of uncertainty. For example, if the difference be-
tween the two highest class probabilities is very low, the ex-
ample may be located close to a decision boundary. In this
case, it can be used to refine the decision boundary and is
therefore valuable. Its value is determined using the highest
scoring classes c¢; and c7, and the following definition:

vivs2(x) = 1—(max p(cilx) — max p(ealx)) - 3)
c1eC 2€C\¢;

This metric is known as /-vs-2 or margin sampling [59].
We use 1-vs-2 as part of our methods since its operation is
intuitive and it can produce better estimates than e.g. least
confidence approaches [34]. A possible alternative is out-
lined in section [§]

4 Our Methods: Active Learning for Deep Object
Detection

The active learning problem can also be posed for detection
tasks. We consider the value of labeling whole images x even
for detection, as opposed to individual objects or regions.

In this section, we propose two approaches. First, a method

to adapt any distribution-based active learning metric for

classification to object detection using an aggregation pro-
cess. This method is applicable to any object detector whose
output contains class scores for each detected object. Sec-
ond, two metrics specific to the YOLO [52] object detec-
tor are described, using implementation-specific informa-
tion not available to all object detectors.

4.1 Aggregated Detection Metrics

Using a classification metric on a single detection is straight-
forward, if class probabilities are available. However, aggre-
gating metrics for a complete image can be done in many
different ways. Possible aggregations include calculating the
sum, the average or the maximum over all detection values.
However, for some aggregations, it is not clear how an im-
age without any detections should be handled.

Sum A straightforward method of aggregation is the sum.
Intuitively, this method prefers images with lots of uncer-
tain detections in them. When aggregating detections using
a sum, empty examples should be valued zero. It is the neu-
tral element of addition, making it a reasonable value for an
empty sum. A low valuation effectively delays the selection
of empty examples until there are either no better examples
left or the model has improved enough to actually produce
detections on them. It should be noted that the range of this
function is not necessarily [0, 1]. The value of a single ex-
ample x can be calculated from the detections D in the fol-
lowing way, where vy, (x;) denotes an application of vy,
W.I.t. p;:

Veum (X) = Zvlst(xi) .

ieD

Average Another possibility is averaging all detection val-
ues. The average is not sensitive to the number of detections,
which may make values more comparable between images.
If an example does not contain any detections, it will be as-
signed a zero values. This is an arbitrary rule because there is
no true neutral element w.r.t. averages. However, we choose
zero to keep the behavior in line with the other metrics:

1
VAvg(x) = ﬁ Z Vlvs2(xi) .

i€D

Maximum Finally, individual detection values can be aggre-
gated by calculating the maximum. This can result in a sub-
stantial information loss. However, it may also prove ben-
eficial because of increased robustness to noise from many
detections. For the maximum aggregation, a zero value for
empty examples is valid. The maximum is not affected by
zero valued detections, because no single detection’s value
can be lower than zero:

VMax(X) = max vivs2 (%) -
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4.2 YOLO Specific Metrics

YOLO [52] offers an end-to-end approach to deep learning-
based object detection. Both its high recognition rate and its
real-time property are a result of the compact output encod-
ing. A fixed size vector stores (within certain boundaries) an
arbitrary amount of detections. To achieve this, the image is
divided into Sy, - S, equally sized grid cells. For each cell i,
class scores p;(c) are predicted. Furthermore, the model pre-
dicts B bounding boxes, including coordinates relative to the
cell’s center, dimensions and an estimated confidence value
C to describe a region’s “objectness”. Adapting classifica-
tion metrics to object detection can be done by evaluating
single detections and aggregating the results for a complete
example (fig.[T). However, the YOLO detector’s output con-
tains information beyond the detections themselves. Specif-
ically, it predicts a detection confidence C between 0 and 1
separately from the classification scores.

When incorporating the model’s detection confidence in-
to a metric, the following detection-specific scenarios can be
reacted to: (i) An image cell has a very high class score, indi-
cating a confident classification, but low predicted detection
confidence. This situation can be caused by a missed detec-
tion of a known object class. (ii) A cell has very low class
scores overall, but a high confidence estimate. This may in-
dicate an unknown object class.

Note that because of the way YOLO is implemented and
the metrics are designed, the values v(x) are not bound to be
in the range [0, 1].

Detection-Classification Difference Either scenario can be
considered a valuable example because it represents uncer-
tainty in the model. We propose the Detection-Classification
Difference metric. It aims to detect both scenarios by calcu-
lating the absolute difference between the predicted confi-
dence € and the highest class score p:

Sy )
VperClasspiff(x) = Y, || max Ci;
i—0 j=1,....B
—max p;(c|x)||* . )
ceC

Weighted Cell Sum An adapted classification metric can also
be enhanced by using additional information from YOLO,
specifically the predicted confidence C. The adapted metric
is calculated individually for all cells and then aggregated
as a weighted sum, using the predicted confidences C for
each cell as weights. We adapt the 1-vs-2 metric similar to
the methods from section[4.1] resulting in the Weighted Cell
Sum metric:

S
VWCellSum(x) = Z H.max Cl/
=0 j=1,....B
V2 ()] (%)

Assuming high confidence estimates C (i.e. non-objects
close to zero and detections close to one), this metric is very
similar to the proposed Sum aggregation that operates only
on the detections. With perfect confidence values, the only
differences would be the result of post-processing, e.g. non-
maximum suppression [52]], which is rarely necessary.

Note that the average or maximum operations are not
applicable here. A weighted average would produce iden-
tical results to the sum as the number of “detections”, or
grid cells, is constant. A maximum could either ignore the
weights, which would likely result in a constant high value,
or take them into account, in which case it approximates the
Max variant from the previous section.

5 Experiment: PASCAL VOC 2012

Our goal is to design an application suitable for automated
wildlife surveillance based on camera trap image analysis
involving minimal human supervision while ongoing streams
of unlabeled input data occur. However, we cannot evalu-
ate all methods on the camera trap data because of the lim-
ited availability of labels. Therefore, use the PASCAL VOC
2012 dataset [7] to pose two research questions: (i) can any
of our proposed metrics perform better than random selec-
tion and (ii) which metric performs best.

We then use the best performer for our camera trap ex-
periment in the next section.

Methods and Baseline The methods compared in this exper-
iment are those proposed in the previous section. First, the
1-vs-2 metric aggregated using Sum, Max and Avg. Second,
the YOLO-specific Detection-Classification Difference and
Weighted Cell Sum.

We use random selection for comparison. To the best
of our knowledge, there are no competing active learning
methods that value examples for object detection on an im-
age level at this time.

Data We use the PASCAL VOC dataset [[7] to assess the
effects of our methods on learning. To specifically measure
incremental and active learning performance, both training
and validation set are split into parts A and B in two different
random ways to obtain more general experimental results.
Part B is considered “new” and is comprised of images with
specific classes depending on the spli Part A contains all
other 17 classes and is used for initial training. The training
set for part B contains 605 and 638 images for the first and
second way, respectively.

U bird, cow and sheep (first way) or tvmonitor, cat and boat (second
way).
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Require: Known labeled examples £, unknown examples {l, initial model fy, active learning metric v

U=4y,4p,... < split of 4 into random batches

f<h

while Y is not empty do

calculate predictions for all unlabeled batches in Y using f
HUpess ¢ highest scoring unlabeled batch in $ according to v

Wpess < annotations for ., human-machine interaction
f < incrementally train f using £ and update batch (Ypesr,Zhest)

S U\ Lpegy
L+ LU (ubesh %est)

end while

Algorithm 1: Detailed description of the experimental protocol. Please note that in an actual continuous learning scenario, new examples are

always added to 4. The loop is never left because U is never exhausted. The described splitting process would have to be applied regularly.

50 Samples 100 Samples 150 Samples 200 Samples 250 Samples All Samples
mAP / AUC mAP / AUC mAP / AUC mAP / AUC mAP / AUC mAP / AUC
Baseline
Random 8.7/4.3 [ 12.4/14.9 [ 15.5/28.8 [ 18.7/45.9 [ 21.9/66.2 [ 32.4/264.0
Our Methods (YOLO Specific)
Det.-Class. Diff. 8.5/4.3 12.1/14.6 15.5/28.4 18.7/45.5 21.0/65.3 33.3/255.3
Weighted Cell Sum 9.6/4.8 12.9/16.1 16.6/30.8 20.5/49.4 21.9/70.6 32.2/268.1
Our Methods
Max 9.2/4.6 12.9/15.7 15.7/30.0 19.8/47.8 22.6/69.0 32.0/269.3
Avg 9.0/4.5 12.4/15.2 15.8/29.2 19.3/46.8 22.7/67.8 33.3/266.4
Sum 8.5/4.2 14.3/15.6 17.3/31.4 19.8/49.9 22.7/71.2 32.4/268.2

Table 1 Validation results on part B of the PASCAL VOC 2012 dataset, i.e. new classes only. Bold indicates best results.

Active Exploration Protocol The experiment follows a typ-
ical batchwise incremental and active learning setup [37].
Before an experimental run, the VOC (part B) datasets are
divided randomly into unlabeled batches of 10 examples
each. This fixed assignment decreases the probability of very
similar images being selected for the same unlabeled batch
compared to always selecting the highest valued examples,
which would lead to less diverse update batches. This is
valuable while dealing with data streams, e.g. from cam-
era traps, or data with low intra-class variance. The unla-
beled batch size is a trade-off between a tight feedback loop

(smaller batches) and computational efficiency (larger batches).

The unlabeled batches are assigned a value using the
sum of the active learning metric over all images in the cor-
responding unlabeled batch as a meta-aggregation. Other
functions such as average or maximum could be considered,
but are beyond the scope of this paper.

The highest valued unlabeled batch is selected as an up-
date batch for an incremental training step [36]]. The net-
work is updated using the annotations from the dataset in
lieu of a human annotator. Annotations are not needed for
update batch selection. This process is repeated from the
point of unlabeled batch valuation until there are no unla-
beled batches left. The assignment of examples to unlabeled

batches is not changed during an experimental run, but be-
tween runs.

Evaluation We report mean average precision (mAP) as de-
scribed in [7]. For evaluation, we use measures averaged
over five runs for each active learning metric as well as ran-
dom selection, and each way of splitting.

We show results over the new VOC (part B) classes both
in a fast exploration context (i.e. after selection of only 150
examples) and after learning all available data. Gaining ac-
curacy as fast as possible while minimizing the human su-
pervision is one of the main goals of active learning. More-
over, in continuous exploration scenarios, like faced in cam-
era feeds or other continuous automatic measurements, it is
assumed that new data is always available faster than can be
annotated. Hence, the pool of valuable examples will rarely
be exhausted.

We also report AUC, measuring mAP percent points over
samples. One unit on the x axis represents S0 samples. The
AUC is not normalized and can thus reach a maximum of
higher than 100. It only serves to indicate stability of a method
over time and is intended as a sanity check of all methods.

Setup — YOLO We use the YOLO-Small architecture as an
alternative to the larger YOLO network, because it allows
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Fig. 2 Camera trap images. From left to right: background only, partial occlusion, perfect visibility.

for much faster training [[52]. Our initial model is obtained
by adapting the Extraction modeﬂ and training on the VOC
(part A) dataset for 24,000 iterations using the Adam op-
timizer [29]]. The first half of initial training is completed
with a learning rate of 0.0001. The second half and all in-
cremental experiments use a lower learning rate of 0.00001
to prevent divergence. Other hyperparameters match those
used in [52], including the augmentation of training data us-
ing random crops, exposure or saturation adjustments. The
implementation is done in CN24 [5]], an open-source deep
learning framework.

Setup — Incremental Learning Extending an existing CNN
without sacrificing performance on known data is not a triv-
ial task. Fine-tuning a CNN exclusively on new data quickly
leads to a severe degradation of recognition rates on previ-
ously learned examples [301/60].

We use our straightforward, but effective fine-tuning me-
thod [36] to implement incremental learning. With each gra-
dient step, the mini-batch is constructed by randomly select-
ing from old and new examples with a certain probability of
A or 1 — A, respectively. After completing the learning step,
the new data is simply considered old data for the next step.
Management of per-example selection probabilities is not
necessary. This method can balance known and unknown
data performance successfully. We use a value of 0.5 for A
to make as few assumptions as possible and perform 100
iterations per update.

Algorithm 1 contains a detailed description of the train-
ing procedure. In our experiments, the cycle ends after all
examples are labeled. In a real-world scenario, the algorithm
never leaves the loop because new unlabeled examples are
added continuously.

5.1 Results
The learning characteristics of each proposed method on the

new classes from VOC (part B) are shown in table[I] In our
case, the number of examples added equals the number of

2 lhttp://pjreddie.com/media/files/extraction.
weights

images in our experiment. Validation is performed each time
after adding 50 new examples to the current model. We fo-
cus our analysis on the new, unknown data. However, not
losing performance on known data is also important. The
incremental learning method from [36] causes only mini-
mal losses on known data. In the worst case, the mAP on
part A of the VOC dataset decreases from 36.7% to 31.9%.
These losses are also referred to as “catastrophic forgetting”
in literature [30]. The fine-tuning method does not require
additional parameters or memory for added examples like
comparable approaches such as [60] do. This property is an
important step towards “lifelong learning”, where learning
systems can run indefinitely.

Evaluation To assess the performance of our methods in a
fast exploration context, we evaluate the models after learn-
ing 150 examples. At this point there is still a large number
of diverse examples for the methods to choose from, which
makes the following results much more relevant for practical
applications than results on the full dataset.

We see Detection-Classification Difference perform wor-
st in fast exploration. Random selection offers comparable
results with less variance. Average and Maximum perform
almost equal to random selection with a very slight advan-
tage. The best performing fast exploration method is Sum
with an mAP score of 17.3%, improving the random base-
line by 1.8%. Weighted Cell Sum shows similar characteris-
tics with an improvement of 1.1%. This result falls in line
with our hypothesis that both methods should show simi-
lar selection behavior because, under ideal conditions, they
perform the same calculations (see section[4.2).

Surprisingly, metrics specific to YOLO do not generally
perform better than the aggregation-based methods. They
may be more sensitive to noise because they are calculated
before YOLO’s thresholding operation. Another possible rea-
son is non-maximum suppression. However, it is unlikely as
it only affects a small number of cases [52].

All Available Examples In our case, active learning only af-
fects the sequence of unlabeled batches if we train until there
is no new data available. Therefore, there are only very small
differences between each method’s results after training has
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Fig. 3 Camera trap image results from validation set.

completed. However, in continuous exploration, it is usu-
ally assumed that there will be more new unlabeled data
available than can be processed. Nevertheless, evaluating the
long term performance of our metrics is important to detect
possible deterioration over time compared to random selec-
tion. Detection-Classification Difference achieves the best
results by a very small margin when querying all possible
training examples. These small differences also indicate that
the chosen incremental learning technique is suitable for the
faced scenario.

Discussion From the results, we conclude two points: (i)
random selection can be outperformed by some of our ac-
tive learning metrics, and (ii) the Sum aggregated detection
metric performs best. After this result, we use the Sum met-
ric in the following section.

6 Experiment: Camera Trap Image Analysis

After validating the correct operation of our incremental and
active learning system on the PASCAL VOC benchmark
dataset, we apply it to camera trap image analysis in the field
of biodiversity. This is to answer an important question: can
the proposed method be applied successfully in real-life sce-
narios? For this application, we implement a weakly super-
vised system where users are asked to label images selected
using our proposed Sum metric, which performed best in the
previous experiment’s fast exploration scenario. It tends to
favor images with many proposed bounding boxes in it. La-
bels are acquired in a propose-and-confirm fashion to in-
crease efficiency [49]. The system is described in detail in
section [/| The target application is represented by a large
biodiversity dataset created in the course of a project at the
German Centre for Integrative Biodiversity Research (iDiv)
studying the impact of large herbivorous mammals on forest
development in the National Park of Peneda-Ger€s in North-
ern Portugal. Up to 65 cameras were deployed in an area of
~16 km? for a period of 3-4 months in the years 2015 and

2016, resulting in a dataset of around 1.5 million images.
The cameras captured around 15 species of mammalﬂ

Figure |2 shows a variety of conditions present in the
dataset. Animals are often occluded by vegetation, camou-
flaged on purpose to avoid predators or captured from a large
distance. Further difficulties include motion blur, large herds
of animals, time of day, as well as unintentional triggers of
the camera trap by humans or moving leaves.

6.1 Evaluation

After validating our method on PASCAL VOC in the pre-
vious chapter, we now test it on a separately annotated part
of the dataset consisting of 5,000 examples with image level
class labels only. For labeling and training, there are another
5,000 images to select from.

To evaluate the detector in spite of missing bounding box
annotations, its output is interpreted as a multi-label classi-
fier output. All other parameters match those detailed in sec-
tion[5] By mapping the classes of the PASCAL VOC dataset
[[7] to the observed species, the initial model achieves an ac-
curacy of 66.5%. After labeling 512 of the 5,000 training
images selected by the Sum method using experts in a fast
exploration-like scenario, the accuracy increases to 78.7%.

Only 37.8% of images in the dataset contain objects.
Figure [3|shows results on empty and non-empty images sep-
arately. On the non-empty subset, accuracy increases from
25.4% to 42.6% after labeling only 32 examples, reaching a
final value of 58.5%.

Longer-term usage could improve the model even fur-
ther. Weakly supervised learning on average requires more
labels than fully supervised learning to achieve the same per-
formance. However, it has an overall advantage due to much
shorter labeling times per image [49].

From this experiment, we conclude that our combination
of active and incremental learning can be applied success-
fully to a real-life camera trap image analysis scenario.

7 Software: Carpe Diem Annotation Tool

In this section, we briefly describe the implementation of
our annotation tool offered to biodiversity experts. This tool,
called Carpe Diem, realizes a learning cycle environment in
a graphical user interface (see fig. d)). A learning cycle con-
sists of selection (active learning), label acquisition (user
interaction) and model update (incremental learning) and
is executed repeatedly, as new labeling resources become
available. YOLO [52] is used as a detection model and for
generating proposals. It is implemented using the CN24 [3]]
framework.

3 mainly cattle, horses, sheep, goats, wild boar and deer, but also

rarer species like badgers, genets and foxes
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Fig. 5 Carpe Diem annotation screen.

Carpe Diem’s clean and simple interface offers all nec-
essary choices and is intuitive to use, even for inexperienced
users. The user can first load or create an annotation project.
This collects labeled and unlabeled data as well as a model
in one place. When a project is loaded, the user can generate
predictions for images and visualize or export them. Addi-
tional labeled and unlabeled data can be loaded. If there is
labeled data that has not yet been observed by the model, a
training button is available.

The main purpose of Carpe Diem lies in the labeling.
When the user wishes to label data, a press of a button starts
the evaluation of all unlabeled data against the criteria de-
scribed in section [ The highest scoring batch is then pre-
sented for labeling in a weakly supervised fashion as de-
scribed in section[6]

The interaction is designed as follows. For each pro-
posed bounding box, the annotator can choose to either con-
firm it, reject it entirely, or assign a different class (see fig. EI)
If a reassigned class is unknown, the model will be adapted
automatically. After labeling the batch, the user simply clicks
the training button to update the model. The training func-
tion takes into account the number of newly labeled images
and uses our incremental learning method presented in [36].

Carpe Diem is available to researchers on request.

8 Outlook: Expected Model Output Change

The ultimate goal of active learning is to reduce the risk
of models after new examples have been added. Trying to
achieve this in practice reveals substantial problems such as
the absence of the labels necessary to obtain the future risk
or the usually small portion of labeled data making it hard
to give reliable estimates for the risk (see [33] for a more
detailed introduction on this).

To tackle these problems, the use of surrogates as selec-
tion criterion (such as relying on the classification or detec-
tion scores like in our methods proposed above) is common
practice. These surrogates show remarkable results in ac-
tual applications, such as our wildlife monitoring scenario.
However, researchers also developed approaches using ap-
proximations leveraging the search for the smallest future
risk. Some examples for this are [39/57,/59,63/69]. In the
following, we will briefly review the expected model output
change (EMOC) criterion which is indeed an upper bound
for the reduction of future risk (a detailed proof is given
in [T11[33])). While this approach was already transferred to
deep neural networks in [33]], we will demonstrate the per-
formance of the method on an unsupervised detection task
using object proposals using Gaussian processes (GP).

This setting is closely related to our application presented
in the previous sections. As is, it is not directly applicable to
our deep detection scenario, but could be extended to the
application in the future. This section should thus serve as a
self-contained outlook into more theoretically sound meth-
ods of active learning, and the experiments as a first step
towards this goal.

Additionally, we will introduce how the EMOC criterion
can be extended to handle unnameable instances. These are
queries that cannot be answered by the annotator, possibly
because of lack of expertise. In our wildlife monitoring ap-
plication, such cases are to be expected and should be han-
dled properly.

8.1 Definition of EMOC

As introduced, the estimation of risk reduction incurred by
a newly labeled example has to deal with severe problems.
To leverage this, [11133] proposes to favor the selection of
unlabeled examples that are most likely to change the model
output into any direction. While this can be traced back to
maximizing an upper bound on error reduction from a theo-
retical perspective, a more intuitive interpretation would be
to search for information that “shake the view on the world”
of the current model. The resulting EMOC criterion can be
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formalized as follows:

Af(x/) =Evecc Eren (;Z (f(x%f’(x))) . (6)

Here, f(-) stands for the current model while f(-) is the
future model updated with the new example (x’,c’). Since
the label ¢’ is unknown, the final values is marginalized over
every possible known class in the label space C. We also
experimented with explicitly incorporating the possibility of
new classes, but found no superior behavior given a more
complex estimate. Furthermore, the change is estimated over
the whole available input space ® which includes known as
well as unlabeled examples. This general formulation still
requires to be implemented. Hence, we will shed some light
on a suitable realization in the following.

Choice of the Model Function In the following we will rely
on GPs which allow for closed form model updates, i.e.
the step from f(-) to f'(-) (see [10]). This is beneficial for
two reasons. First, the EMOC criterion can be reformalized
which allows for a much more efficient computation. Sec-
ond, the actual update after an example is selected and anno-
tated can be done much faster. Furthermore, choosing GPs
as underlying model family allows for further approxima-
tions and application scenarios (see e.g. [34L38]).

Choice of the Loss Function In [11], the choice of the abso-
lute difference of the model outputs was suggested as a suit-
able loss function. Since we use the one-vs-all technique,
we learn C binary classifiers f. with GP regression when a
classification problem with C classes is given. Each of the
classifiers gives a continuous classification score f(x) € R,
which is used to perform classification decisions according
to:

¥(x) = argmax f.(x) . @)
c=1...C

Combining both aspects leads to the following formaliza-

tion:

C
2 (f(x),f (%)) = ;\fc(X)—fc’(X)l : ®

While the loss can in general be chosen arbitrarily, we stick
to the .Z) loss for the shown experiments. Please see [33]]
for an evaluation considering more options.

Choice of Multi-class Classification Probabilities We com-
pute multi-class probabilities directly derived from uncer-
tainty estimates [[12]. The underlying idea of the uncertainty
technique is that for label regression with GPs, we do not
only have the model prediction f,(x) but rather the whole

posterior distribution .#"( f.(x), 5% (x)) independently for each

binary classification problem involved in the one-vs-all prob-
lem. The probability of class ¢ achieving the maximum score
in EQ. (/) can therefore be expressed by:

pl50) = ) = e = argmax o)) ©)
Jd=1...C

To estimate the probabilities, we apply a Monte-Carlo tech-

nique and sample Z times from all C Gaussian distributions

N (f-(x),0%(x)) and estimate the probability of each class:

Z.

ply=cl) =p(i(x) =clx) =~ — ,

~Z (10)

with Z. denoting the number of times where the draw from
the distribution of class ¢ was the maximum value. A large
variance 62, i.e. a high uncertainty of the estimate, leads to
a nearly uniform distribution p(y = ¢), whereas a zero vari-
ance results in a distribution which is equal to one for the
class which corresponds to the highest posterior mean. An
evaluation considering more options is given in [33].

8.2 Active Learning with Unnameable Instances

A very common assumption in active learning is that the
oracle (e.g. a human annotator) can provide a label for ev-
ery instance of the set of unlabeled examples. Especially for
tasks that involve a large set of categories, this assumption is
not reasonable. There may be further complications due to
occlusions, which are a large problem in wildlife monitor-
ing and can make it impossible to assign a label. Therefore,
we have to deal with cases where the oracle rejects to label
the example that the active learning algorithm just selected.
From our experience, there are basically two main scenarios
in which a rejection can possibly happen. Both cases need
to be considered during active learning and we present so-
lutions and adaptations of the EMOC principle for each of
them in the following.

Dealing with Non-Categorical Rejections An unlabeled ex-
ample may not show a valid object. Possible reasons are
noise during image acquisition (e.g. sensor noise, motion
blur, or JPEG artifacts), segments covering multiple objects,
moving vegetation setting off a camera trap, or background
regions. Hence, the number of images showing no valid ob-
jects may be vast. However, it is unlikely that during dataset
acquisition and proposal generation, the same non-object ex-
ample is obtained several times. Thus, examples that do not
show valid objects are characterized by a low data densityﬂ
In contrast, examples from object categories should cluster
since different examples from the same category are likely

4 A low data density for non-objects is reasonable, e.g. sensor noise
should happen rarely, or segment proposals should by algorithmic de-
sign favor objects over non-objects.
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to be recorded over time. Therefore, the examples we query
should be in a high density region to ensure a high impact
on examples nearby. In contrast, we propose to use the local
data density p(x') obtained with a Parzen estimate:

A (xj,x)
|®|x§@ j

(1)

p PDE

where JZ is a kernel function measuring example similarity.
Combining this with the EMOC criterion leads to:

ZCP ) - ppoE (')
12
'(Zéf(ﬂxn 7)) - (12)

XJEQ

This is essential in order to focus on examples in high-density
regions rather than on less frequent non-categorical exam-
ples.

Dealing with Categorical Rejections An unlabeled exam-
ple may be a valid object, but the annotator is not able to
name it or he decides that it is not part of the problem do-
main, i.e. it belongs to unknown or unrelated categories, e.g.
a researcher walking by the camera. These examples are re-
ferred to as “blind spots” by [8] and we model them as one
big class r. In particular, ¢’ = r denotes the event when an an-
notator would reject the example x’ and we need to take this
into account when computing the EMOC values. We make
use of the fact that we would not get an additional training
example in this case. Thus, the classification model would
simply not change, i.e. Vx : f'(x) = f(x), which results in
zero expected model output change for the case of ¢’ = r.
The EMOC value for an example x’ under the assumption
that there exists a rejection class r is therefore given by:

Af(x') =Evecufr) Exen ( ( (x), f"(x )))
= p(c’ + r\x/) . (c r|x )
=(1—P(C'=rIX)) Af( )

In practice, we estimate the probability p(c’ = r|x') of an
example x’ being an unnameable instance by using a GP re-
gression classifier learned with previously rejected instances
as positive examples and all examples of known classes as
negatives. The classification score predicted by the classifier
is transformed into a valid probability value using the pro-
bit model [11]. As a byproduct, this allows to also model
rejections for non-categorical examples.

13)

8.3 Active Discovery with Object Proposals

The following will show the performance of the EMOC cri-
terion on an unsupervised object detection task. This setup
is slightly different to our experiments in sections [5| and [6}

Here, we do not have access to a detection model which
adapts over time. Instead, we rely on object proposals which
are generated in an unsupervised manner using a fixed method.
This is different from the previous sections where a com-
plete detection pipeline was trained by optimizing localiza-
tion and classification jointly. Hence, the shown pipeline
can be seen as an alternative to our current implementation
which should provide more insight in possible solutions of
the presented problem.

Baselines We compare the EMOC approach with the pre-
dictive variance (GP-var) as well as uncertainty (GP-unc)
of Gaussian processes [28]], the best-vs-second-best strat-
egy (1-vs-2) proposed in [27] (also used in section [3)), the
multi-class query strategy based on probabilistic KNN clas-
sifiers (PKNN) [24] and the empirical risk minimization ap-
proach of [57] applied to GP (ERM). Furthermore, we also
include the baseline of random querying. The EMOC crite-
rion is augmented with the two additives for handling cat-
egorical and non-categorical rejections as presented above.
In addition, we also add all rejected examples as negatives
to each of the one-vs-all binary classifiers, a strategy that
has shown to be valuable also for task adaptation with large-
scale datasets [25]]. For a broader evaluation involving more
datasets as well as an ablation study see [33]].

Dataset For the shown experiment, we use a subset of the
COCO training dataset [42]] and extract object proposals with
the geodesic object proposal method of [32]. The dataset for
our experiment is created as follows: As a problem domain,
we select all animal categorie Segments that overlap with
more than an intersection-over-union (IoU) value of 0.9 with
a ground-truth object of one of these categories are con-
sidered as valid objects and labeled accordingly. Randomly
chosen segments with no overlap with a ground-truth ob-
ject are considered as unnameable segments, which would
be rejected by an annotator. These segments can be cat-
egorical examples (objects of non-animal categories) and
non-categorical instances (wrongly detected object propos-
als). In total, we use 10000 random images of the dataset,
which contain at least one of the objects of our problem
domain. Thus, we obtain 4574 boxes showing valid ani-
mal instances and 3 824 boxes covering proposals to be re-
jected. Features are extracted using outputs of pool5, a layer
of a convolutional neural net (CNN) provided by the Caffe
framework [26] and trained on ImageNet images. Given the
high feature dimensionality, a simple linear kernel is ap-
plied. These features have shown to be powerful for scene
understanding tasks, although they have been learned from
internet images not related to scenes as contained in the
COCO dataset.

5 bird, cat, dog, horse, sheep, cow, elephant, bear, zebra and giraffe.
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Fig. 6 Experimental results for active class discovery and improving recognition accuracy with active learning on the COCO dataset [42].
Baselines are indicated with dotted lines, whereas EMOC is plotted solidly.

Experimental Setup In the experiment, we start with an ini-
tial set of 2 known classes and 5 training examples per class,

both randomly selected but identical for each selection method.

We randomly select 10 tasks by splitting classes in known
and unknown, and each task is randomly initialized 10 times,
resulting in 100 individual test scenarios to average over.
After querying and labeling an example, the classification
model is updated and evaluated on a held out test set of 30
examples per class. Note that in the beginning, the test set
also contains examples of classes that are not known to the
system since the total number of classes is larger than the
number of classes in the initial training set. All examples
that are neither in the test set nor in the initial training set
are treated as the unlabeled pool. This includes all the un-
nameable proposals. In all settings, we are interested in fast
discovery of all classes as well as high recognition accuracy.

Evaluation The experimental results are shown in fig. [6]

In case of the number of discovered classes we can see
EMOC to be the fastest in earlier stages of the experiment.
This relates to the “fast exploration” scenario mentioned in
section [5] GP-Var, ERM and GP-Unc are able to catch up
to EMOC. However, 1-vs-2 and PKNN show a very slow
discovery behavior, which is even worse than random selec-
tion. 1-vs-2 and GP-Unc also perform worse than random
selection in terms of average accuracy. Interestingly, 1-vs-
2 functions well in our previous experiment (see section [5),
where it is the basis for the Sum, Max and Avg methods. This
is possibly due to the type of classifier used or because of the
missing interaction with the model responsible for generat-
ing proposals.

Finally, all evaluated methods reach roughly the same
number of discovered classes after 100 queries. The shown
curves for average accuracy reveal that even if EMOC could
not clearly show an advantage in terms of class discovery
in this case (please see [33]] for additional experiments), the
selected examples lead to a clear advantage in recognition
strength. Considering both results we can conclude that it is

not only necessary to discover as many classes as possible,
also how these classes are represented is of high importance.

9 Conclusion

In this work, we present a set of methods that efficiently se-
lect promising examples to be labeled by a human annotator
for active learning and continuous exploration. These meth-
ods are designed for object detection, with two of the specif-
ically adapted to the popular YOLO method. We validate
the performance of these methods on the PASCAL VOC
2012 benchmark to ensure robustness and accuracy. The best
method is then applied in a real-world scenario where im-
ages of camera traps are analyzed for occupancy estimation.
For this application, the viability of active and continuous
exploration is demonstrated successfully. A software imple-
mentation of this system, used in the real-world application,
is described in detail and available to researchers upon re-
quest.

As an outlook, we also present an active learning method
called EMOC that has some theoretical advantages over the
heuristics such as 1-vs-2 that we currently use. As a first step
towards including it in our application, we show that it per-
forms well in a simpler scenario where proposals are gen-
erated in an unsupervised manner. In further work, EMOC
could be integrated into a complete detection and localiza-
tion framework.
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