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Abstract. Causal inference in dynamical systems is a challenge for dif-
ferent research areas. So far it is mostly about understanding to what
extent the underlying causal mechanisms can be derived from observed
time series. Here we investigate whether anomalous events can also be
identified based on the observed changes in causal relationships. We
use a parametric time-frequency representation of vector autoregressive
Granger causality for causal inference. The use of time-frequency ap-
proach allows for dealing with the nonstationarity of the time series as
well as for defining the time scale on which changes occur. We present
two representative examples in environmental systems: land-atmosphere
ecosystem and marine climate. We show that an anomalous event can be
identified as the event where the causal intensities differ according to a
distance measure from the average causal intensities. The driver of the
anomalous event can then be identified based on the analysis of changes
in the causal effect relationships.

Keywords: Time-Frequency Causality Analysis ·Vector Autoregressive Granger
Causality · Attribution of anomalous events.

1 Introduction

Understanding causal effect relationships in dynamical systems is a challenging
problem in different areas of research such as brain neural connectivity anal-
ysis, climatic attribution, psychology, among many others. These relationships
are guided by the processes generating them. Hence, monitoring changes in the
interaction patterns within the system variables can be used for simultaneous
detection and diagnosis of changes in the underlying process. For visual illus-
tration purpose, in Figure 1 we present an example where we show that the
time (date of occurrence) and the scale (duration of the event) of three historic
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Fig. 1. Plots of sea level pressure (SLP), wind speed (W), and the magnitude-squared
wavelet coherence of SLP and W. Data is extracted from the National Data Buoy
Center for a buoy located near the Bahamas in the Atlantic Sea (23.838 N, 68.333 W).
The high magnitude wavelet coherence correlates well with the time and duration of
three historic hurricanes in year 2012: Isaac, Rafael, and Sandy. The white dashed line
shows the cone of statistical significance.

hurricanes in the North Sea can be visualized using some correlation measure be-
tween two different marine variables namely: sea level pressure (SLP) and wind
speed (W). This figure illustrates that, in a normal marine climate conditions,
the wavelet coherence (a measure of the correlation between two variables in
the time-frequency domain) is low, indicating that these variables are almost
independent. However, during certain events, such as hurricanes, these variables
start to show higher coherence that can be visualized on the time scale of 8 to
16 days.

To understand events in multivariate environmental time series, however, we
need to go beyond monitoring correlation patterns and try to identify the driver
of the event based on the analysis of the changes in the causal effect relationships
between the variables. In this paper, we aim to build on this core idea for the
detection and attribution of changes in environmental time series. To this end, we
approach the problem in a way similar to fault detection and diagnosis in plants
of automatic control systems [13, 31]. That is, we try to estimate the underlying
models of different time intervals, and define change or anomaly based on how
far is the estimated model of a certain time interval from an estimation of the
true one. The change is then attributed to the variable(s) responsible for this
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change and is defined based on the overall change in its causal effects on other
variables in the system.

Various causality measures have been reported in literature [21, 9]. Among
many other linear regression-based models, Granger causality (GC) [15] is the
most widely known method for causality analysis. GC is based on the idea that
causes both precede and help predict their effects. Hence, GC mainly focuses
on linear models which assumes that the causes and effects are separable. It has
received intense research interest in neuroscience literature aiming to unravel the
detailed circuitry underlying perception, cognition, and behaviour [25]. Several
attempts in the literature have applied the concept of Granger causality to cli-
matic attribution. The authors of [5] provide a review of the use of GC for the
attribution of global warming. To overcome the shortcoming of the separability
assumption in Granger causality, several causality analysis methods for nonlinear
systems have been proposed so far. Examples include methods developed from
transfer entropy, recurrence networks [12] and nonlinear extension of Granger
causality [20, 19].

Despite the abundance of environmental data, data-driven causal inference
methods remain at its infancy compared to other areas of research [11]. A major
challenge particular to environmental data is that causal effect interactions occur
on multiple temporal and spatial scales. Recently, the importance of using deep
learning approaches for understanding Earth and ecological processes has been
addressed in [23]. While deep learning as well as other non-linear methods are
continuously under development, linear methods remain of great interest mainly
for being strictly connected to the frequency domain representation of multivari-
ate time series [10], which is of great advantage in the analysis of environmental
data. This is due to the fact that enviromental time series most often contain
trend and periodical components (diurnal and seasonal cycles) that can signif-
icantly mask the underling causality structure in time domain. Moreover, the
impact of filtering and down sampling (the two necessary steps for time domain
multiscale causality analysis in discrete systems) on causal inference has been
only recently studied for linear discrete systems [27, 7]; and it still presents a
major challenge in nonlinear systems [27]. For the black box of deep learning
structure, such impact is still far from being comprehensible.

In this paper we present a method for simultaneous detection and attribu-
tion of changes in multivariate environmental systems based on time-frequency
causality analysis. The causal effect relationships are extracted using the para-
metric frequency domain representation of Vector AutoRegressive Granger causal-
ity (VAR-GC) [16, 14] applied on a sliding time window. In particular we use the
generalized partial directed coherence (gPDC) [6] method for causal inference
which allows for causality analysis at different frequency components. After in-
troducing the time-frequency causal inference method, we present two different
examples in environmental systems, where we show that an anomalous event can
be defined as this event where the causal intensities between the variables differ
according to some statistical distance measure from the average dynamical be-
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haviour, and such anomalous event can be directly attributed to the variable(s)
causing such deviation assuming that there is no hidden drivers.

2 Methodology

2.1 Vector Autoregressive Granger Causality (VAR-GC)

Let S = {Xk, 1 ≤ k ≤ N} denote a discrete stationary stochastic process which
constitutes of N real valued environmental variables. Given the length m time
series xk(n), n = 1, . . . ,m as the realizations of Xk, k = 1, . . . , N , these time
series can be represented by a pth order vector autoregressive model (VAR(p))
of the form  x1(n)

...
xN (n)

 =

p∑
r=1

Ar

 x1(n− r)
...

xN (n− r)

+

 ε1(n)
...

εN (n)

 , (1)

The residuals εk, k = 1, . . . , N constitute a white noise stationary process
with an N×N residual covariance matrix Σ. The model parameters at time lags
r = 1, . . . , p are predefined by

Ar =

 a11(r) . . . a1N (r)
...

. . .
...

aN1(r) . . . aNN (r)

 . (2)

The elements of the matrix Ar, aij(r) quantify the causal link from xj to xi at
time lag r. The model order p defines the maximum lag used to estimate causal
interactions. It can be estimated using either Akaike [3] or Bayesian Criterion
[24]. The model parameters aij(r), i, j = 1, . . . , N, r = 1, . . . , p can then be
estimated using for example the method of Least Squares (LS) [17].

It should be noted that the use of the VAR(p) model (1) makes no assumption
on the mechanism that produced the data (for example whether it is a linear
one) except that the model itself exists and is stable [4].

The time domain VAR-GC of xi on xj conditioned on all other variables is
defined by the likelihood ratio [14, 1]

γi→j = ln
|Σi−

j |
|Σj|

, (3)

where Σj and Σi−
j are the covariance matrices of the residual εj associated to

xj using the full and reduced model (after eliminating xi) respectively. The
conditional MVAR GC (3) thus quantifies the degree to which the past of xi
helps predict xj , over and above the degree to which xj is already predicted by
its own past and the past of variables other than xi.
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2.2 Frequency Domain VAR-GC: the Generalized Partial Directed
Coherence (gPDC)

As noted above, environmental time series most often contain periodical compo-
nents (diurnal and seasonal cycles) that can significantly mask the underlying
causality structure in time domain. Removal of these periodic components might
degrade causal inference [7]. In previous work [26] we have shown through com-
parison between time and frequency domain causality analysis of environmental
time series that time-domain GC might result in several spurious causal links
due to the presence of periodic components. Hence, the use of spectral-domain
analysis enables change detection in certain frequency bands where for exam-
ple the influence of trends (low frequency) or daily and seasonal cycle can be
excluded.

The causal relation from xi to xj is described in the frequency domain via
the generalized partial directed coherence (gPDC) [6]:

gπi→j(f) =

1
σjj
Aji(f)√∑m

k=1
1
σ2
kk

∣∣Aki(f)
∣∣2 , (4)

where Aij(f), i, j = 1 . . . N are the elements of the matrix A(f) = I − A(f)
where A(f) is the Fourier transform of A(r), r = 1, . . . , p:

A(f) =

p∑
r=1

Arz
−r|z=ei2πf , (5)

and σ2
ii are the diagonal entries of the residual covariance matrix Σ. The value of

gπi→j(f) represents the causality strength of xi on xj as compared to all of xi’s
interactions to other variables. Nullity of gπi→j(f) indicates absence of Granger
causality from xi to xj at the normalized frequency f . Note that the normalizing
term in the denominator in Eq. 4 is selected such that 0 ≤ |gπi→j(f)| ≤ 1.

2.3 Event Detection and Attribution based on Time-Frequency
Causality Analysis

A major issue in causal inference in environmental data is that the underlying
system is most often a time-varying one. To deal with this issue, one can use for
example an adaptive system such as the Kalman filter [2] or a sliding time win-
dow approach where the system is assumed to be time-invariant. In this paper
we use the latter solution, i.e. we extract changes in the causal intensities by cal-
culating the gPDC on selected time windows where the stationarity assumption
is assumed to hold. To this end, for each time window, the model order is first es-
timated using Bayesian criterion and the model parameters are estimated using
the LS method. The spectral causal effect values are then calculated using Eq.
4. The estimated spectral causal effect intensities serve as an approximation of
the pairwise sub-models. The accuracy of this approximation depends on several
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factors such as the sample size in the selected time window, the method used
for model order estimation, as well as the procedure used for the identification
of the model parameters.

The authors of [28] presented an extensive study on the asymptotic distribu-
tion of the partial directed coherence when applied to multichannel electroen-
cephalographic data. They proved that for a stable stationary Gaussian VAR(p)
process, the maximum likelihood estimator |πi→j(f)|2 is consistent and asymp-
totically normally distributed if |πi→j(f)|2 6= 0 , while |πi→j(f)|2 = 0 indicates
an absence of causal link between the time series. Hence the PDC measure
provides means of comparing different strengths of connectivity between the ob-
served time series. For non-zero values, the asymptotically normal behaviour
degenerates into that of a mixture of χ variables allowing the computation of
threshold for connectivity tests [28].

Under similar assumptions, the results of [28] can be directly extended to
multivariate environmental data. Accordingly, comparison of the causal inten-
sities in a certain time interval, and in the desired frequency band, with the
average causal intensities (the mean value of the gPDC calculated over several
realizations) can be utilized in principle to simultaneously detect and attribute
anomalous events. The anomalous events here are meant to be those time win-
dows where the causal effect intensities show, according to some distance mea-
sure, considerable deviation from the average causal intensities. The detected
anomalous event can be then attributed to the variable(s) causing such devia-
tion and is defined based on the change in its causal effect intensities on other
variables.

Let us assume that we have L different realizations or different time intervals
of the process S and let gπli→j(f), i, j = 1, . . . , N denote the causal intensities
for realizations l, l = 1, . . . , L. We define the average causal intensity of xj on xi
at frequency f as

gπi→j(f) =
1

L

L∑
l=1

|gπli→j(f)|. (6)

An event or time interval l is defined as anomalous if the causal intensities
gπli→j(f), i, j = 1, . . . , N over a frequency band f1 ≤ f ≤ f2 is significantly
higher than the average causal intensities gπi→j(f). In this paper we use the
difference in the area under the two causal intensity curves for statistically sig-
nificant values as a distance measure, however, other distance measures can be
applied as well.

For statistical significance test against the null hypothesis of absence of a
causal link, i.e. |gπi→j(f)|2 = 0, we used two different tests. The first is the
permutation test where we first generate permutations of the time series, cal-
culate the gPDC values, and then take the maximum of the gPDC values over
all permutations at each frequency. The second statistical significance test is the
the Fourier Transform (FT) surrogate method [29] where time series surrogates
can be generated by substituting the phase of the FT of the time series with
a realization of uniformly distributed random variable in the range [0, π) while
keeping the amplitude of the FT the same. The FT surrogate method gives a
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Fig. 2. The deviation of the causal effect intensities from the average ones during the
months of August in years 2001-2013 summed over all variables and normalized to the
[0-1] range. The peak in year 2003 correlates with the summer heatwave in France in
August 2003.

more strict confidence interval when compared to other statistical significance
tests of gPDC [10].

Different anomaly detection methods can then be utilized to classify events
as normal or anomalous. For example, a simple approach for anomalous event
detection would be to use a fixed percentile of the χ2 distribution of the distance
measure as a threshold to detect anomalous events.

3 Experimental Results

3.1 Event Detection and Attribution in Ecological Time Series

Understanding causal effect relationships are essential to understand ecosystem
behaviour under climate change conditions. A particular cause of concern is the
question of how ecosystem functioning (e.g. land-atmosphere exchange processes
of CO2, water, and energy) are affected during unusual hydro-meteorological
conditions [18]. This experiment aims to investigate the causal effect relation-
ships between air temperature (T), vapour pressure deficit (VPD), latent energy
(LE) and net ecosystem exchange (NEE). Experiments are performed on the
real half-hourly meteorological observations and land flux eddy covariance data
measured at the flux tower site of Puechabon-France spanning years 2001-2013
[22].

For the gPDC time-frequency analysis, we adopted a sliding time window
approach of length 1440 (30 days by 48 samples/day) and followed the steps
in Section 2.3: the model order and parameters are estimated for each time
window, then the spectral causal effect values are calculated using Eq. 4. The
summation of the absolute difference between the causal effect intensities of the
system within the month of August over years 2001-2013 and the average causal
intensities (average of the causal intensities in the month of August over 13
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Fig. 3. Plots of the causal effect intensities |gπi→j(f)| of the four variables T, VPD,
NEE, LE measured at the flux tower site of Puechabon-France during the heatwave in
August 2003 (solid blue line) when compared to the average causal intensities gπi→j(f)
of similar summer period within years 2001-2013 (red dashed line). The threshold for
statistical significance estimated using permutation test and the FT surrogate test is
shown in the dashed-dotted line and gray area respectively.

years) over all variables is calculated. Note that in the calculation of this change
we excluded the values of gPDC that are not statistically significant.

Similar experiment is performed using time domain VAR-GC as defined in
Eq. 3 . Figure 2 shows the comparison between the proposed time-frequency
gPDC-based method and the time domain VAR-GC. Both approaches shows
clear peak in August 2003 which correlates with the historic heatwave in France
in August 2003. For the VAR-GC, however, we can notice another clear peak in
year 2012. Although we have no ground truth to present quantitative comparison
between the two methods, to the best of our knowledge, no historical event has
been recorded in August 2012.

In Figure 3, we compare the pairwise causal intensities of August 2003 with
the average pairwise causal intensities of the months of August in years 2001-
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Fig. 4. Plots of the causal effect intensities |gπi→j(f)| of the four variables T, VPD,
NEE, LE measured at the flux tower site of Puechabon-France during during August
2002 (blue solid line) when compared to the average causal intensities gπi→j(f) of
similar summer period within years 2001-2013 (red dashed line). The threshold for
statistical significance estimated using permutation test and the FT surrogate test is
shown in the dashed-dotted line and gray area respectively.

2013. It can be observed that there is considerable change in the causal intensity
of T → VPD in the high frequency range which corresponds to a short term
change (half an hour up to two hours); there is also clear increase in the causal
intensity of VPD→ NEE at the low frequency range (long term change) pointing
towards an increase in water stress on ecosystem functioning; other causal effect
intensities however remain the same. Comparing similar results for year 2002
(Figure 4), shows that while in a normal summer, such as in year 2002, the
causal intensities match well with the average behaviour of the system, the ones
in 2003 show clear deviation in the system dynamics from the average behaviour
with T being the main driving variable.
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Fig. 5. Changes in the causal effect intensities of all the extracted segments within
the six months period of the data (June 2012 until November 2012) when compared
to the average causal intensities summed over all variables and normalized to the [0-1]
range. For the time-frequency analysis using the generalized partial directed coherence
(gPDC), the high change values correlate highly with the three hurricanes: Issac (from
Aug. 21 to Sept. 03, 2012), Rafael (from Oct. 12 to Oct. 26, 2012), and Sandy (from
Oct.22 to Nov. 02., 2012). The peak on the first week of July is due to a tropical storm.
The rectangles show the start and end dates of the hurricanes. The dates of the markers
correspond to the dates of the center of the segments, each of length 20 days.

3.2 Event Detection and Attribution in Marine Climate Time
Series

In this example we study the causal effect relationships within three climate
marine variables: sea level pressure (SLP), wind speed (W), and wave height
(Hs). Time series data of a buoy located near the Bahamas in the Atlantic
Sea (23.838 N, 68.333 W) were extracted from the National Data Buoy Center
(http://www.ndbc.noaa.gov/) and used in this experiment (same data used in
Figure 1). The time series comprises six months of hourly data, from June 2012
until November 2012. This period corresponds to the Atlantic hurricane season,
which in that year was especially active [8].

For the gPDC spectral analysis, we used a sliding hamming window to ex-
tract segments of length 480 samples (20 days by 24 sample/day) with 25%
overlap. Figure 5 shows the changes in the causal effect intensities of all ex-
tracted segments within the six months period of the data when compared to
the average causal intensities for both the VAR-GC and the gPDC methods.
The high change values of the proposed gPDC-based method correlate highly
with the three historic hurricanes Issac, Rafael and Sandy of the year 2012 as
shown in Figure 1. The peak on the first week of July is due to a tropical storm.

It can be even visually verified that applying any fixed percentile threshold
to the VAR-GC and gPDC-based causal intensities-change measures (Figure 5)
for the detection of anomalous events would reveal that the proposed method
has higher detection accuracy of the hurricanes and less false positive detection.

Figure 6 shows the plots of the pairwise causal effect relationships at differ-
ent time windows when compared to the average causal intensities. For a time
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(a) (b)

(c) (d)

Fig. 6. Plots of the causal effect intensities |gπi→j(f)| (solid blue line) of the three
marine climate variables: sea level pressure (SLP), wave height (Hs), and wind speed
(W) during normal sea conditions (a), hurricane Issac (from Aug. 21 to Sept. 03,
2012) (b), hurricane Rafael (from Oct. 12 to Oct. 26, 2012)(c), and hurricane Sandy
(from Oct.22 to Nov. 02., 2012) (d). The red dashed line shows the average causal
intensities gπi→j(f) over all segments within the six months period of the data (June
2012 until November 2012). The threshold for statistical significance estimated using
permutation test and the FT surrogate test is shown in the dashed-dotted line and
gray area respectively.
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window with normal sea conditions, the causal effect relationships are either
statistically insignificant or match well with the average causal intensities. For
hurricane Isaac however, there is an increase in the causal effect intensities, par-
ticularly the causal effect of W on other variables. During hurricanes Rafael and
Sandy, we can notice an increase in the causal effect of SLP on other variables.
Interestingly, this increase is particularly high at the frequency that corresponds
to the semi-diurnal (twice-daily) cycle of the atmospheric pressure. The differ-
ences in the causal effect patterns of these three hurricanes can be related to the
trajectories of the hurricanes compared to the location of the buoy where the
data were recorded: Rafael and Sandy passed much closer to the Bahamas than
Isaac.

It should be noted that the proposed attribution method is based on the
assumption that there are no unobserved drivers. To account for hidden drivers,
the presented approach can be extended by using a state-space model with latent
variables instead of the VAR model. For highly nonlinear causal effect relation-
ship with hidden confounding, the concept of detecting anomalous event based
on the changes in the causal effect relationships is currently being explored by the
authors using deep learning approach along with domain knowledge integration
[30].

4 Conclusions and Future Work

In this paper, we have presented an attribution scheme for changes in environ-
mental data based on the analysis of the causal effect relationships in multivariate
environmental time series. The coupling between the used variables is assumed
to be well represented by a vector autoregressive (VAR) model. The causal ef-
fect relationships are extracted using the generalized partial directed coherence.
Through some representative examples in environmental systems, we have shown
that an anomalous event can be detected as the one where the causal intensities
between the variables differ according to some statistical measure from the aver-
age causal intensities. Moreover, the analysis of the causal effect patterns allows
for understanding these events and defining the time scale on which changes
occur. Current research work is directed towards the development of methods
that are able to integrate the presented approach with domain knowledge for im-
proved anomalous event detection and classification in a spatiotemporal context
as well as towards using adaptive time window selection instead of the fixed-size
window used in this study.
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