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Abstract

Facade classification is an important subtask for au-
tomatically building large 3d city models. In the fol-
lowing we present an approach for pixelwise labeling of
facade images using an efficient Randomized Decision
Forest classifier and robust local color features. Experi-
ments are performed with a popular facade dataset and
a new demanding dataset of pixelwise labeled images
from the LabelMe project. Our method achieves high
recognition rates and is significantly faster for training
and testing than other methods based on costly feature
transformation techniques.

1. Introduction

Visual facade classification is the task of estimating
the position and size of various structural (e.g. window,
door) and non-structural elements (e.g. sky, road, build-
ing) in a given image of a building or street scene. This
recognition task has gained interest in the last years [6],
which is mainly due to the growing need to store the
appearance of buildings in large 3d city models [6]. For
example, an efficient representation of already labeled
images with a grammar based compression scheme [11]
allows to reduce each facade image to few parameters.
Furthermore, by incorporating a large amount of prior
knowledge, the recognition of facade elements also al-
lows to estimate the rough 3d structure of buildings [6].

Previous works on facade classification mostly re-
gard the facade classification problem as multiple ob-
ject detection tasks [7] resulting in bounding boxes of
some structural elements. In contrast, we try to esti-
mate the category label of each pixel, which is often
called semantic segmentation [13]. To the best of our
knowledge, this paper presents the first approach to es-
timate such a dense and detailed description of facade
images.

Our algorithm is based on classifying local color fea-

tures as proposed by [3]. In contrast to [3], we show
how to use the concept of a Randomized Decision For-
est (RDF) [1] to significantly speed up the learning and
recognition process. Due to the high performance of
this discriminative classifier, we can skip computation-
ally intensive transformations of local features such as
bag-of-features or fisher kernel estimation. The use of a
RDF for semantic segmentation was previously inves-
tigated [4, 13] These approaches utilize simple color
histogram features or pixel differences and do not use
current local descriptors which provide invariance prop-
erties to illumination changes [14].

We perform experiments on the small eTRIMS
dataset [8], which is especially designed for facade clas-
sification, and a large dataset obtained from the La-
belMe project [12].

The remainder of the paper is organized as follows.
First we explain the pipeline of a semantic segmentation
approach as proposed by [3]. A brief review of RDF is
given in Sect. 3. The Sparse Logistic Regression classi-
fier (SLR), which was used to compare the performance
of our RDF approach, is presented in Sect. 4. Experi-
ments in Sect. 5 show the detailed results of our ap-
proach. A summary of our findings and a discussion of
future research directions conclude this paper.

2. Pixelwise Labeling with Local Features

Our approach to semantic segmentation is based on
the framework of Csurka et al. [3] but omits a costly
feature transformation by using an efficient RDF classi-
fier. An overview of all involved steps can be found in
Fig. 1. First of all local features xi ∈ Rn are computed
for each image by dense sampling of feature points with
a pixel spacing of τ pixels.

Each of these features is classified independently,
which results in a sparse probability map for each cat-
egory. Afterwards the probability at a single pixel is
computed by smoothing the sparse probability map with
a Gaussian filter. For each position there is more than



pixelwise 
labeling

optional
feature

transformation

unsupervised
segmentation

local 
features classification

resultinput image

Figure 1. Overview of semantic segmentation using local features as proposed by [3].

one feature available which differs in the used scale.
Therefore probability maps are computed for each level
with varying standard deviation of the Gaussian filter.
To get the final result for each category all probability
maps are averaged.

To integrate the result of unsupervised segmentation
techniques, such as mean shift [2], we follow [3] and
label each region with the category corresponding to the
maximum average probability.

The selection of an appropriate local descriptor plays
a fundamental role. For our experiments we used
the Opponent-SIFT descriptor, which was one of the
best color descriptors evaluated in [14]. Additionally,
we tested some other descriptors like color moments,
which generally results in lower recognition rates.

3. Randomized Decision Forest

A Randomized Decision Forest is a discriminative
classifier that can handle a large set of features with-
out issues due to the curse of dimensionality. Standard
decision tree approaches suffer from severe over-fitting
problems. A RDF overcomes these problems by gen-
erating an ensemble (forest) of T decision trees (e.g.
T = 5). During the classification, the overall probabil-
ity of a class κ given a feature vector xi can be obtained
by simple averaging of the posterior probabilities pτ (·)
estimated by each tree of the ensemble:

p(yi = κ | xi) =
1
T

T∑
τ=1

pτ (yi = κ | xi) . (1)

In contrast to Boosting, the RDF approach uses two
types of randomization to learn the ensemble. The first
type of randomization is Bootstrap Aggregating [1],
where each tree is trained with a random fraction of the
training data. Additionally, to reduce training time and
to incorporate randomization into the building process
of a tree, the search for the most informative split func-
tion in each inner node is done using only a random
fraction of all features [5].

4. Sparse Logistic Regression Classifier

In addition to a RDF, we also tested a logistic re-
gression approach to compare its performance. Instead
of using a multinomial logistic regression classifier, we
follow [3] by applying the idea of a one-vs-all technique
to a binary logistic regression classifier:

p(ỹi = 1|xi,w) =
(
1 + exp(−wTxi)

)−1
, (2)

where w is the weight vector and ỹi the correspond-
ing label of a single binary classification problem. The
weight vector w is estimated in the training step for
each binary subproblem by maximizing the sum of the
logarithmic likelihoods [9]. Additionally a Gaussian
prior is used for w, which speeds up the estimation
and improves numerical behavior . [3] uses an adap-
tion to benefit from the sparsity of the transformed fea-
tures. This extension is called Sparse Logistic Regres-
sion classifier.

Additional Feature Transformation Csurka et
al. [3] propose to transform feature vectors by a
subsequent transformation technique, similar to the
bag-of-features idea for a single local feature.

Therefore a Gaussian mixture model (GMM) with
1024 Gaussians is estimated and the final feature vector
consists of the soft votes of each Gaussian given a local
feature. For speeding up the estimation of the GMM we
apply PCA to reduce the 384-dimensional local features
to a dimension of 100.

5. Experiments

We experimentally evaluated our approach to illus-
trate the advantages and disadvantages of all involved
steps. In the following we empirically validate the fol-
lowing hypotheses: (1) RDF and SLR with additional
feature transformation have comparable performances.
(2) RDF do not benefit from additional feature trans-
formation. (3) The dataset obtained from LabelMe im-
ages is much more difficult than the eTRIMS dataset



and might be better suited for further experimental eval-
uation in the field of facade image classification.

We use two different performance measures: the
overall recognition rate is the percentage of all correctly
classified pixels and the average recognition rate is the
average of the recognition rate for each class. All recog-
nition rates are averages of tests with 10 different ran-
dom splits of the data into training and test sets. For
evaluating computation times we use a Intel®Core™2
Duo CPU 6600 with 2.4GHz.

5.1 Datasets

eTRIMS The eTRIMS database [8] contains 60 pix-
elwise labeled images with eight different classes.
These classes are typical objects which can appear in
images of house facades (buildings, cars, doors, pave-
ments, roads, sky, vegetation, windows). There is no
given split into training and test data. Therefore we
use 40 randomly selected images for training and 20 for
testing the algorithms. We use τ = 20 for training and
τ = 5 for testing due to the small size of the test set.

LabelMeFacade1 Due to the small number of images
available in the eTRIMS database, we generated a simi-
lar database using LabelMe [12] which contains a huge
number of images with labeled polygons. We extracted
images which contain buildings, windows, sky and a
limited number of unlabeled regions (maximally 20%
covering of the image). This resulted in 945 images.
The pixelwise labeled images are created by utilizing
the eTRIMS categories and a simple depth order heuris-
tic. We split this dataset into 100 images for training and
845 images for testing and use for both τ = 20.

6. Evaluation

For testing our introduced algorithms we use three
different combinations of training and test datasets,
which are listed in Tab. 1. The parameters of the SLR
and the Gaussian filters for estimating the dense prob-
ability maps are optimized using the eTRIMS test set,
which we use as a validation set for testing our approach
with the LabelMeFacade dataset.

First of all we tested the following combinations:
RDF or SLR classifier with or without additional feature
transformation. The first four rows of Tab. 1 demon-
strate that the RDF classifier gives better results with-
out using transformed features. As opposed to this
property, SLR benefits from additional transformation.

1This database is publicly available at
http://www.inf-cv.uni-jena.de/labelmefacade.

This might be due to a higher dimensional feature space
which is easier to separate by a linear classifier. Espe-
cially the high run time of SLR without sparse features
estimated using a GMM makes this variant impracti-
cal for large data sets. On the contrary the RDF uses a
random fraction of all features and is thus not able to
handle sparse feature vectors.

As shown in Tab. 1 the results of the best two combi-
nations are comparable, but the training and test compu-
tation time of the GMM and the SLR classifier is much
higher than the run time of the RDF approach. In Tab. 1
we show the computation times of the classifiers with-
out local feature computation, estimation of the GMM
and feature transformation. Fig. 2 presents some result
images of our RDF approach.

The recognition rates using the LabelMeFacade
dataset are in general lower than the recognition rates
for the eTRIMS dataset. For the LabelMe dataset the
average recognition rates using the LabelMe or the
eTRIMS training set are comparable, but the overall
recognition rate differs a lot. This might be due to
the different appearance of the images in the eTRIMS
and the LabelMe dataset. All eTRIMS pictures cover
the whole facade of exactly one house in each image.
The LabelMe dataset contains street scenes with many
houses, different viewpoints and more complex situa-
tions and classes like pavement, road and vegetation are
more prevalent than in the eTRIMS dataset.

Available publications using the eTRIMS database
concentrate only on deriving an efficient description of
already labeled images [11] or detection of single struc-
tural elements (e.g. windows). Therefore, it is not pos-
sible to directly compare with others.

7. Conclusions and Further Work

In this paper we demonstrated an approach to pixel-
wise labeling of facade images based on a Randomized
Decision Forest and color based local features. In our
experiments we have shown that this approach tends to
similar results in comparison with [3] but with signifi-
cantly less time used for the learning process (≈ 5 times
faster) and for classification (≈ 12 times faster with a
large number of local features). For evaluation we in-
troduced a new database based on LabelMe [12].

We also tested a Markov random field approach sim-
ilar to the one presented by [10] but we were not able
to increase the recognition performance significantly.
Therefore it would be interesting to develop special
models explicitly incorporating properties of facade im-
ages like symmetry and periodicity.
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Figure 2. Example images of the eTRIMS (first row) and LabelMeFacade database (second row)
and results of our approach based on a Randomized Decision Forest.

Table 1. Recognition rates and computation times of our experiments with different classifiers
and feature transformations. (*) Training time measured without the estimation of the GMM, (‡)
testing time for each image including additional feature transformation

training/ test set feat. transform. classifier average rec. rate overall rec. rate train-t∗ test-t‡

eTRIMS/ eTRIMS none RDF 63.68% (±1.25) 68.86% (±1.36) 1m 17s 11.8s
PCA+GMM SLR [3] 65.51% (±1.34) 68.72% (±1.40) 5m 57s 2m 27s
PCA+GMM RDF 44.07% (±1.30) 32.33% (±1.74) 2m 38s 1m 20s
none SLR 55.81% (±2.38) 66.85% (±0.77) ∼ 5h 1m 21s

LabelMeF/ LabelMeF none RDF 44.08% (±0.45) 49.06% (±0.52) 2m 59s 5.2s
PCA+GMM SLR [3] 42.81% (± 0.89) 48.46% (±1.58) 4m 45s 11.4s

eTRIMS/ LabelMeF none RDF 43.95% (±0.35) 39.45% (±0.64) 1m 17s 5.2s
PCA+GMM SLR [3] 41.11% (±1.04) 40.08% (±1.43) 5m 57s 11.4s
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