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ABSTRACT

The accurate estimation of carbon and heat fluxes at global scale is paramount for future policy decisions in the context of global climate change. This paper analyzes the relative relevance of potential remote sensing and meteorological drivers of global carbon and energy fluxes over land. The study is done in an indirect way via upsampling both Gross Primary Production (GPP) and latent energy (LE) using Gaussian Process regression (GPR). In summary, GPR is successfully compared to multivariate linear regression (RMSE gain of +4.17% in GPP and +7.63% in LE) and kernel ridge regression (+2.91% in GPP and +3.07% in LE). The best GP models are then studied in terms of explanatory power based on the analysis of the lengthscale of the anisotropic covariance function, sensitivity maps of the predictive mean, and the robustness to distortions in the input variables. It is concluded that GPP is predominantly mediated by several vegetation indices and land surface temperature (LST), while LE is mostly driven by LST, global radiation and vegetation indices.
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1. INTRODUCTION

Estimating biosphere-atmosphere fluxes at continental to global scale based on FLUXNET1 along with remote sensing and meteorological data has become an emerging and very promising field of active research. In the last decade, global spatial-temporal fields of FLUXNET-derived carbon and energy fluxes are increasingly used for analyzing variations of the global carbon and energy cycles, and to evaluate global land surface models. Model/process-based and data-driven algorithms are the two main approaches to upscale data acquired from flux towers [1, 2]. In the last few years, nevertheless, data-driven statistical learning algorithms have attained outstanding results in the estimation of climate variables and related bio-geo-physical parameters at local and global scales [3]. These algorithms avoid complicated assumptions and provide flexible nonparametric models that fit the observations using massive heterogeneous data. Current operational vegetation products, like leaf area index (LAI), are typically produced with neural networks, Gross Primary Production (GPP) –as the largest global CO2 flux driving several ecosystem functions– is estimated using ensembles of random forests and neural networks [1, 2, 4], biomass has been estimated with stepwise multiple regression [5], support vector regression [6] showed high efficiency in modelling LAI, fCOVER and evapotranspiration [7], and kernel methods in general [8, 9] and Gaussian Processes (GPs) in particular [10] recently provided excellent results in chlorophyll content estimation [11–13].

In this work, we focus on the properties of GPs to tackle the problem of carbon and energy fluxes modeling. Gaussian processes are used here: 1) to estimate global flux products derived from upsampling FLUXNET eddy covariance observations; and more importantly, 2) to assess the relative relevance of the used explanatory remote sensing and meteorological variables. In particular, we will focus on key carbon and energy fluxes only. We evaluate three different techniques to unveil the knowledge learned by the GP models, rooted on either permutation, sensitivity or automatic relevance determination priors.

The remainder of the paper is organized as follows. Section 2 reviews the theory underlying GP regression (GPR) and the techniques used to infer feature rankings from trained GPR models. Section 3 details the data used in this paper. Section 4 gives the experimental results. Finally, Section 5 concludes the paper and outlines the further work.

2. RANKING DRIVERS WITH GP MODELS

2.1. Gaussian Process Regression (GPR)

Standard regression approximates observations (often referred to as outputs) \( \{y_n\}_{n=1}^N \) as the sum of some unknown latent function \( f(x) \) of the inputs \( \{x_n \in \mathbb{R}^D\}_{n=1}^N \) plus constant power Gaussian noise, i.e. \( y_n = f(x_n) + \varepsilon_n, \varepsilon_n \sim \mathcal{N}(0, \sigma_n^2) \). Instead of proposing a parametric form for \( f(x) \) and learning its parameters in order to fit observed data well, GP regression (GPR) proceeds in a Bayesian, non-parametric way. A zero mean\(^2\) GP prior is placed on the latent function \( f(x) \) and a Gaussian prior is used for each latent noise term \( \varepsilon_n, f(x) \sim \mathcal{GP}(0, k_0(x, x')), \varepsilon_n | x_n, x' \sim \mathcal{N}(0, \sigma_n^2) \), where \( k_0(x, x') \) is a covariance function parameterized by \( \theta \), and \( \sigma_n^2 \) is a hyperparameter that

---

\(^2\)It is customary to subtract the sample mean to data \( \{y_n\}_{n=1}^N \), and then to assume a zero mean model.
specifies the noise power. Essentially, a Gaussian process is a stochastic process whose marginals are distributed as a multivariate Gaussian. In particular, given the priors \( GP \), samples drawn from \( f(x) \) at the set of locations \( \{x_n\}_{n=1}^N \) follow a joint multivariate Gaussian with zero mean and covariance matrix \( K_{ff} \) with \( K_{ff}\)ij = \( k_\theta(x_i, x_j) \), which is parametrized by a set of hyperparameters \( \theta \). GPR is intimately related to standard kriging in geostatistics: \( x \) is an arbitrary feature vector rather than just the geographical coordinates of a sample.

If we consider a test example \( x_* \) with corresponding output value \( y_* \), the \( GP \) defines a joint prior distribution between the observations \( y = \{y_n\}_{n=1}^N \) and \( y_* \). Collecting a training data set in \( D = \{x_n, y_n\}_{n=1}^N \), it is possible to analytically compute the posterior distribution over the unknown output \( y_* \):

\[
p(y_*|x_*, D) = N(y_*|\mu_{GP_*}, \sigma_{GP_*}^2)
\]

\[
\mu_{GP_*} = k_f^T(K_{ff} + \sigma_n^2I)^{-1}y = k_f^T\alpha
\]

\[
\sigma_{GP_*}^2 = \sigma_n^2 + k_{xx} = k_{x*f}(K_{ff} + \sigma_n^2I)^{-1}k_{fx},
\]

where \( k_f \) is a vector of similarities between the test point and all training points.

GPs offer some advantages over other regression methods. Since they yield a full posterior predictive distribution over \( y_* \), it is possible to obtain not only mean predictions for test data, \( \mu_{GP_*} \), but also the so-called “error-bars”, \( \sigma_{GP_*}^2 \), assessing the uncertainty of the mean prediction. The whole procedure only depends on a very small set of hyperparameters \( \theta \), which combats overfitting effectively. Also, inference of the hyper-parameters and the weights \( \alpha \) can be performed using continuous optimization of the evidence so there is no need to resort to cross-validation procedures. Note, however, that the bottleneck of the algorithm is the definition of the covariance (kernel or Gram) function \( k_g \): this function should capture the similarity between data instances. A standard, widely used covariance function is the isotropic squared exponential (SE), \( k(x_i, x_j) = \exp(-||x_i - x_j||^2/(2\sigma^2)) \).

2.2. GPR for feature ranking

In this work, we report results following three different ways to rank the input drivers (features, explanatory variables) used by the GPR models. While rooted in different principles, all of them evaluate how robust is the fitted model to distortions or information content of the features.

2.2.1. Permutation analysis

The first approach is simple and general for any regression algorithm, and basically consists of a greedy algorithm in which the impact of the inputs on the prediction error is evaluated in the context or absence of the other predictors. Essentially, for each feature \( j \), the algorithm permutes its values for all training samples, and evaluates the prediction RMSE. The process is repeated for a number of permutations, \( p = 1, \ldots, n_p \), and results are averaged. The relevance of feature \( j \) is \( r_j = 1/(\frac{1}{n_p} \sum_p \text{RMSE}(p, j)) \). In [12, 13], we illustrated the usefulness of this procedure for the identification of the most relevant spectral channels for the retrieval of vegetation parameters (chlorophyll content, LAI and FVC) from hyperspectral data.

2.2.2. Anisotropic Gaussian kernel

An interesting possibility to evaluate the relative relevance of the inputs identified by a trained GP is to resort to an anisotropic Gaussian covariance function, as an alternative generalization of the isotropic SE prior. The so-called automatic relevance determination (ARD) prior takes the form

\[
k(x_p, x_q) = \nu^2 \exp \left( -\frac{\sum_{j=1}^{D} (x^j_p - x^j_q)^2}{2\sigma_j^2} \right),
\]

where \( x^j_p \) is the feature \( j \) of input vector \( x_p \), \( \sigma_j \) contains a lengthscale per dimension, and \( \nu \) is a positive scale factor. ARD effectively prunes input feature \( j \) for large values of \( \sigma_j \). Therefore, the relevance of feature \( j \) is thus directly given by the inverse of the inferred lengthscale, \( \sigma_j \). In our previous works [12, 14], ARD was used to assess the relevance of the \( D \) spectral channels in vegetation chlorophyll content estimation.

2.2.3. Sensitivity analysis over the GP

In this work we exploit the sensitivity analysis over the predictive mean of the GP model, \( \mu_{GP_*} \). Sensitivity of feature \( j \) is here defined as \( s_j = \int (\frac{\partial \phi(x)}{\partial x_j})^2 p(x)dx \), where \( p(x) \) is the probability density function over the input \( x \), and \( \phi(x) \) represents the predictive mean, \( \mu_{GP_*} \). Intuitively, the objective of the sensitivity map is to measure the changes of the derivative of the function \( \phi(x) \) in the \( j \)th direction. In order to avoid the possibility of cancellation of the terms due to its signs, the derivatives are squared. Therefore, the resulting sensitivity map will be positive \( s_j \geq 0 \) for all features. The empirical estimate of the sensitivity for the \( j \)th feature can be written as \( s_j = \frac{1}{N} \sum_{n=1}^{N} (\frac{\partial \phi(x_n)}{\partial x_j})^2 \). It is easy to show that the resulting empirical estimate of the GP mean sensitivity map for the ARD prior is:

\[
s_j = \nu^2 \frac{1}{N} \sum_{q=1}^{N} \left( \sum_{p=1}^{n_p} \alpha_p (x^j_p - x^j_q) k(x_p, x_q)/\sigma_j^2 \right)^2 \cdot
\]

Note that \( s_j \) is computed in closed-form using only training points and the inferred weight vector \( \alpha \).

3. DATA COLLECTION AND PREPROCESSING

In this work, we exploit two complementary sets of products with enhanced spatial and temporal resolution in comparison to existing products [2]: a 5 min spatially and 8 day temporally resolved product driven solely by remote sensing based variables, and a daily and vegetation type specific product at 0.5° driven by meteor and mean seasonal cycle remote sensing based variables.

We used the global La Thuile FLUXNET synthesis data set’ which is composed of half-hourly FLUXNET eddy covariance measurements processed using standardized proce-
dures of gap-filling and quality control [15, 16]. The fluxes were subsequently aggregated into 8-daily means to conform to the temporal resolution of MODIS products. We excluded data where more than 20% of the data of the monthly mean was based on gap filling with low confidence [17], and applied additional semi-automated screening for bad quality data. Estimates of GPP were based on the flux partitioning method in [17].

We collected and processed MODIS land data at the locations of the flux towers: MOD11A2 Land Surface Temperature (LST) [18], MOD13A2 Vegetation Index (VI) [19], MOD15A2 Leaf Area Index and FPAR (LAI/FPAR) [20], and MCD43A2 and MCD43B4 BRDF-corrected surface reflectances [21]. Two vegetation index, LSWI and NDWI, were created further using BRDF-corrected surface reflectance data. Additional variables were created as the product of vegetation indices and LST, or global radiation (Rg). We used the data from 3 by 3 km regions centered on the flux towers and applied QA/QC to screen bad quality data. Details are given in Table 1.

### Table 1: Remote sensing products used to derive the drivers.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Site</td>
<td>LST</td>
<td>MOD11A2</td>
<td>1km</td>
<td>8 day</td>
<td>[18]</td>
</tr>
<tr>
<td></td>
<td>VI</td>
<td>MOD13Q1</td>
<td>250m</td>
<td>16 day</td>
<td>[19]</td>
</tr>
<tr>
<td></td>
<td>LAI/FPAR</td>
<td>MOD15A2</td>
<td>1km</td>
<td>8 day</td>
<td>[20]</td>
</tr>
<tr>
<td></td>
<td>Reflectance</td>
<td>MCD43A2</td>
<td>500m</td>
<td>8 day</td>
<td>[21]</td>
</tr>
<tr>
<td>Global</td>
<td>LST</td>
<td>MOD11A2</td>
<td>1km</td>
<td>8 day</td>
<td>[18]</td>
</tr>
<tr>
<td></td>
<td>VI</td>
<td>MOD13A2</td>
<td>1km</td>
<td>16 day</td>
<td>[19]</td>
</tr>
<tr>
<td></td>
<td>Reflectance</td>
<td>MCD43B4</td>
<td>1km</td>
<td>8 day</td>
<td>[21]</td>
</tr>
<tr>
<td></td>
<td>Solar Rad</td>
<td>JAXA/JASMES</td>
<td>5km</td>
<td>1 day</td>
<td>[22]</td>
</tr>
</tbody>
</table>

A suite of additional explanatory variables was derived by computing the mean seasonal cycle (MSC) and metrics thereof like minimum, maximum, and mean for all ‘raw’ variables, which yielded a total set of 216 potentially explanatory variables. The feature selection algorithm presented in [23] was used to identify suitable feature subsets for carbon and energy fluxes respectively. We here focus on the best eight features, \( D = 8 \). For GPP we used Normalized Difference Water Index (NDWI), Land Surface Temperature during day (LST-Day) and night (LST-Night), the maximum of the LST mean seasonal cycle (MSC-Day), NDVI times the global radiation (Rg) map, Enhanced Vegetation Index (EVI), medium-infrared (MIR) region, and the leaf area index (LAI). For LE, the input features were EVI \( \times \) LST-Day, the MSC of the Fraction of Photosynthetically Active Radiation (fAPAR) \( \times \) Rg, EVI \( \times \) LST, LST-Day and LST-Night, Rg, along with the potential radiation (Rg-Pot) and its minimum MSC (Rg-MSC-Min). All these features are then used to fit machine learning models of relevant carbon and energy fluxes, such as the Gross Primary Production (GPP) and latent energy (LE).

### 4. EXPERIMENTAL RESULTS

This section shows the numerical results obtained on the GPP and LE modeling, and evaluates the three techniques for ranking drivers of global carbon and energy fluxes over land.

#### 4.1. Experimental setup

In this work we compare numerically five regression algorithms: a multivariate linear regression (LR), multilayer perceptron neural network (MLP) [4], support vector regression (SVR) [6], the kernel ridge regression (KRR) [8], and the standard Gaussian process regression (GPR) [10]. We split the available data \( (N = 19797 \text{ points}) \) into 10 independent folds, and show the 10-fold cross-validation results. A one-hidden layer MLP was trained with the Levenberg-Marquardt algorithm to minimize the squared loss. Both SVR and KRR used the SE kernel and employed 2/3 of the training data in each fold for training and 1/3 for validation. GPR used the ARD prior covariance and hyperparameters \( \theta \) were selected by maximizing the marginal likelihood of the observations. The ARD kernel endorses some more flexibility in the modeling and allows to study the inferred lengthscale for feature ranking. The MATLAB simpleR toolbox\(^3\) was used to fit the models.

### 4.2. Numerical comparison

Table 2 shows the obtained cross-validation results in terms of bias (mean error, ME), accuracy (RMSE, MAE), and goodness-of-fit (Pearson’s correlation coefficient \( \rho \)). It can be noticed that GP models perform better that the rest in RMSE, MAE and \( \rho \), while they provide slightly higher bias for GPP. In summary, GPR is successfully compared to multivariate LR in RMSE terms (gain of +4.17% in GPP and +7.63% in LE), as well as nonlinear models (maximum gain of +2.91% in GPP and +3.07% in LE). GPR reveals similar accuracy results to KRR, yet less biased for the latent energy flux. In addition, as we will study in the next section, GPR allows to derive feature ranking under solid Bayesian foundations.

### Table 2: Numerical results for GPP and LE and all methods.

<table>
<thead>
<tr>
<th>GPP</th>
<th>ME</th>
<th>RMSE</th>
<th>MAE</th>
<th>( \rho )</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>-0.01</td>
<td>1.83</td>
<td>1.30</td>
<td>0.78</td>
</tr>
<tr>
<td>MLP [4]</td>
<td>+0.04</td>
<td>1.92</td>
<td>1.39</td>
<td>0.73</td>
</tr>
<tr>
<td>SVR [6]</td>
<td>+0.01</td>
<td>1.80</td>
<td>1.23</td>
<td>0.78</td>
</tr>
<tr>
<td>KRR [8]</td>
<td>+0.00</td>
<td>1.81</td>
<td>1.24</td>
<td>0.78</td>
</tr>
<tr>
<td>GPR [10]</td>
<td>+0.03</td>
<td>1.76</td>
<td>1.16</td>
<td>0.80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LE</th>
<th>ME</th>
<th>RMSE</th>
<th>MAE</th>
<th>( \rho )</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>-0.00</td>
<td>1.70</td>
<td>1.26</td>
<td>0.79</td>
</tr>
<tr>
<td>MLP [4]</td>
<td>+0.14</td>
<td>1.68</td>
<td>1.25</td>
<td>0.80</td>
</tr>
<tr>
<td>SVR [6]</td>
<td>+0.01</td>
<td>1.55</td>
<td>1.11</td>
<td>0.83</td>
</tr>
<tr>
<td>KRR [8]</td>
<td>+0.12</td>
<td>1.53</td>
<td>1.10</td>
<td>0.84</td>
</tr>
<tr>
<td>GPR [10]</td>
<td>-0.01</td>
<td>1.52</td>
<td>1.06</td>
<td>0.84</td>
</tr>
</tbody>
</table>

\(^3\)http://www.uv.es/gcamps/code/simpleR.html
4.3. Ranking features

Figure 1 shows four feature rankings: the permutation analysis of both LR and GPR using $n_p = 100$, sensitivity analysis of GP predictive mean function, and the lengthscales for the best GP models. Several conclusions can be derived: First, LR and GPR lead to somewhat similar results in the permutation analysis: both assign high relevance to the NDVI for modeling GPP and EVI-LST-MSC for modeling LE. Actually, vegetation indices and LST were found to be informative for GPP and LE modelling in several previous studies. Second, unlike LR, GPR assigns a very high relevance to NDWI for GPP, as well as higher relevance to LST-Day and lower relevance to Rg for LE estimation. These might be due to the expected non-linear relationship between moisture availability and GPP, and between LST and LE, respectively. Finally, note that the permutation ranking and the analysis of lengthscales report similar results for GPs, while the sensitivity analysis typically identifies very few features as relevant: NDWI for GPP modeling, while LST-Day and EVI-LST-MSC for LE modeling.

5. CONCLUSIONS

This paper summarized some of our on-going activities to provide high quality global maps for carbon and energy fluxes. In particular, we introduced Gaussian processes as a flexible nonparametric algorithm for parameter retrieval and upscaling. GPs are here exploited to provide high accuracy estimates and feature rankings in different levels of sophistication. It was shown that GP models outperformed linear regression and kernel ridge regression for GPP and LE modeling. In addition, three techniques for model analysis were studied to reveal some knowledge about trained GP models. The most relevant drivers according to GP were several vegetation indices and land surface temperature (LST) for GPP modeling, while LE is mostly driven by LST, global radiation and vegetation indices. Further work will consider bigger sets of features, and modern techniques for visualization of the feature maps.
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