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Abstract. Detecting groups plays an important role for group activity detection.
In this paper, we propose an automatic group activity detection by segmenting
the video sequences automatically into dynamic clips. As the first step, groups
are detected by adopting a bottom-up hierarchical clustering, where the num-
ber of groups is not provided beforehand. Then, groups are tracked over time
to generate consistent trajectories. Furthermore, the Granger causality is used to
compute the mutual effect between objects based on motion and appearances
features. Finally, the Hierarchical Dirichlet Process is used to cluster the groups.
Our approach not only detects the activity among the objects of a particular group
(intra-group) but also extracts the activities among multiple groups (inter-group).
The experiments on public datasets demonstrate the effectiveness of the proposed
method. Although our approach is completely unsupervised, we achieved results
with a clustering accuracy of up to 79.35% and up to 81.94% on the Behave and
the NUS-HGA datasets.



1 Introduction

Public spaces are characterized by the existence of several activities. Many researchers
have contributed in activity recognition. The approaches can be divided into three cat-
egories: (I) Action recognition, which is handled by analyzing the action of a single
object through extracting features of the whole object or the segmented body parts [1].
(II) Pair activity, which is interpreted by analyzing the relationships of a pair of ob-
jects [8, 11]. (III) Group activity, which is considered as coherent activities performed
by multiple objects. In this paper, we focus on the group activity recognition. The anal-
ysis of group activity plays an important role in video analysis. Accordingly, localizing
and understanding the group activity is an important topic in many applications such
as security and surveillance interaction detection. In addition, it can help in detecting
suspicious and illegal group behavior.

Most of the group activity recognition methods are supervised [4, 13, 14, 16, 18–
20]. In contrast, we focus on detecting the group activity in an unsupervised manner
using Hierarchical Dirichlet Processes (HDP). Although recent work applied HDP in
interaction detection [2], they rely on optical flow features, which is not helpful in case
of the fixed objects. The intuition behind their work is to segment activities into spatio-
temporal patterns. Also, a video sequence was divided temporally into equally sized
clips without overlap. As a consequence, too short clips will split up an activity into
sub-activities, and thus too long clips might join non-relevant activities.

We tackle this problem by dividing a video automatically into clips using an unsu-
pervised clustering approach. As a result, the clips might have overlap and have differ-
ent lengths. To this end, first, relevant groups of objects are detected using a bottom-up
hierarchical clustering. The groups are tracked over time to form consistent trajectories,
then, each group is treated as one clip. Finally, the HDP is used to cluster the clips.

The main contributions of this paper are as follows: (I) We presented a novel ap-
proach for detecting meaningful groups without training. This addresses (1) a varying
number of involved objects and (2) an unknown number of groups. (II) The Granger
causality is used to measure the mutual effect among objects in a particular group and
among groups as well based on motion trajectories and appearances features.

The rest of this paper is organized as follows. Sect. 2 provides an overview of
the existing literature on group activity recognition. The proposed framework of group
activity is described in Sect. 3. The experiments and results conducted on the Behave
and NUS-HGA datasets are described in Sect. 4 along with results.

2 Related Work

Ni et al. in [14], analyzed the self, pair, and inter-group causalities to detect group ac-
tivities based on trajectories. They assumed that there is only one group activity in the
scene. Hence, they cannot handle more complicated environments of simultaneous ac-
tivities. In contrast, we handle all the activities in the scene. Zhang et al. in [19] tried to
detect multiple group activities. This was achieved by clustering the objects into sub-
groups using K-means. But, providing the number of groups in advance is not a robust
solution. An interesting work has been presented in [13], Kim et al. tried to overcome
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Fig. 1. Proposed framework for automatic group activity detection.

the fixed number of groups. They recognized the groups by modeling proxemics. This
was achieved by defining Interaction Potential Zone (IPZ) around each object (bubbles
with 58 pixels). However, using the same IPZ value whether objects are far or near from
the camera leads to dispersing the relevant objects in irrelevant groups and vice versa.
In contrast to them, we cluster the objects using bottom-up hierarchical clustering based
on the velocity and motion direction.

Additionally, deep neural networks have been recently applied for group activity
detection [6, 7, 10]. Thus, they are more robust and effective, but they used supervised
learning methods. In work presented in [2], spatio-temporal patterns are analyzed auto-
matically by using HDP to extract the hidden topics. They divided the video into short
and equally sized clips without overlap, where the clip size effects on the performance.
Another interesting method which tried to tackle this problem using an extended prob-
abilistic Latent Semantic Analysis (pLSA) [21]. Unlike them, our approach extracts the
number of activities automatically. Unlike many of the approaches described above, our
approach extracts the group activity by dividing a video automatically into clips without
further knowledge.

3 Framework

Our framework for group activity detection has several stages as shown in Figure 1.
Given an input video, objects are detected using YOLO [15], which is a unified neural
network based approach. All detected objects are tracked by the GMMCP tracker [5].
After generating the groups of objects, each group is tracked over time and treated as
one clip. Afterward, these clips are clustered by the HDP as shown in Figure 2. The last
two steps will be described in detail as follows.

3.1 Groups Detection and Tracking

In common situations, multiple objects are involved simultaneously in separate activi-
ties, and those objects may further interact with each other. To detect all activities in the
scene, the main step is the detection of groups. The key assumption of our approach is
to cluster objects that are spatially close and moving in the same direction with the same
speed. Given objects trajectories, each object represented by 3 tuples (P ,V ,θ), where
P is the center of mass coordinate (x,y), V represents the velocity and θ is the motion
direction. However, the pairwise distance dt(i, j) is computed for the trajectories i, j as
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dt(i, j) = ξ
t
i, j .ϑt(i, j)

ξ
t
i, j = |P t

i −P t
j |

(1)

ϑt(i, j) =
{

1 if |V t
i −V t

j | < Tv ∧ |θt
i−θt

j| < Tθ

0 otherwise
(2)

Consequently, we compute dt by multiplying ξt and ϑt and normalized, which ensures
that the objects are spatially close and moving in the same direction with the same
speed. Where Tv and Tθ are predefined thresholds. Then, the adjacency matrix A is
built as a result of 1−dt for each pair of detections. Equation 3 shows an example of 4
objects. In matrix A , a large value means that the two objects are most close and they
are moving with the same speed and in the same direction.

A =

 1−dt (1,2) 1−dt (1,3) 1−dt (1,4)
1−dt (2,3) 1−dt (2,4)

1−dt (3,4)

→
 0.5 0.2 0

0.3 0.4
0.1

 (3)

After that, the groups are detected using bottom-up hierarchical clustering. In the first
step, by taking the matrix A as input, each object is assigned to a separate cluster (4
clusters in this case) and merged with the most similar clusters in the next iterations.
For instance, objects 1,2 will be assigned to one group because they have the maximum
value (0.5). In the next step, 1,2 and 3 will be in one group, etc. In our case, the number
of groups is not required comparing to traditional methods (e.g., K-means or spectral).

Once the groups are generated, dense SIFT features are extracted for each group.
All features are clustered into k clusters using K-means. Then the Bag of Words (BoWs)
histograms are extracted. Hence, each group is described by BoWs. The matching be-
tween the groups’ BoWs is computed by the distance of the histogram intersection,
which is bounded by [0,1]. Finally, each tracked group is treated as one clip.

3.2 Activity Clustering

When the clips have been generated, our approach does not only detect the activ-
ity among the objects of a particular group (intra-group) but also extracts the activ-



ities among multiple groups (inter-group). Suppose that G j is a group of size n ob-
jects, the group center is determined by the average position of all objects G j(ct ,yt) =
1
n

(
∑
|n|
i=1 xi,∑

|n|
i=1 yi

)
. In order to describe the activities of intra-group and inter-group,

trajectories-based features are extracted for every time window K . Some important
features are as follows.
Causality The temporal causality is an usual way to recognize the group activity. In this
paper, Granger causality (GC) [9] is used to measure the causal relationships between
objects. Generally speaking, given two time series A and B, A is said to be Granger-
cause B (A→G B) if the past values of A with the past values of B provide significant
information of B. Many approaches [13, 14, 19, 21] have focused on measuring GC be-
tween objects trajectories in terms of center mass coordinates (x,y). In our approach,
we compute the causality of both, the objects coordinates and the appearance features.
The appearance SIFT features are extracted for each object, the dictionary is built using
K-means, then each object represented by concatenating BoWs over the window K .

To infer the GC, the null hypothesis A 9G B has to be tested first, by evaluating the
autoregression as

B(i) = β0 +β1B(i−1)+ · · ·+βlB(i−l)

B̄(i) = B(i)+ϑ0 +ϑ1A(i−1)+ · · ·+ϑlA(i−l),
(4)

where βl and ϑl are the model parameters. Therefore, the residual sum of square errors
RSSB,RSSB̄ are used for the evaluation. Finally, the causality calculated by

FA→B =
(RSSB̄−RSSB)/l

RSSB̄/(K−2l−1)
(5)

where K is the number of samples considered for the analysis and l represents the lag.
Shape Similarity Suppose we have two trajectories A and B , Dynamic Time Warping
(DTW) is used to map one trajectory to another by minimizing the distance between
the two. In particular, the sum of the Euclidean distances is used as feature.
Velocity and Distance Features: We extracted some other features like velocity V , ab-
solute change V̂ of the same object and the absolute difference V[i, j] in velocity of a
pair of objects i and j. In addition to that, vorticity V can be measured as a deviation
of the center mass of an object from a line. The line is calculated by fitting a line to
the positions of the trajectory in window K . Moreover, computing the distance d[i, j]
and the difference in distance d̂[i, j] are useful to distinguish the interaction among ob-
jects. Since they are sensitive to tracking errors, the distance d̃[i, j] is calculated for every
point in window K . More information can be found in [3]. Since the number of fea-
tures varies, encoding those normalized features using K-means is required. The BoWs
histograms are extracted, that each activity is represented by BoWs.
Hierarchical Dirichlet Processes Once the BoWs histograms are computed, the HDP
is used to extract the activities as shown in Figure 2. HDP is a generative clustering
technique used to cluster words in documents into K latent topics [17]. In HDP, the
number of topics is inferred automatically from the data and the hyper-parameters.



4 Experimental Results

We validate our proposed approach on two benchmark datasets, the Behave and NUS-
HGA [3, 14]. Since the NUS-HGA dataset does not contain the tracking ground truth,
the objects are detected and tracked using YOLO detector and GMMCP tracker. For
evaluation purposes, the extracted HDP topics are mapped to the ground truth labels by
voting among the topics. From the perspective of the HDP theory, each document is a
distribution over all extracted topics, so we restricted one topic for one class. Then the
evaluation is done as a classification problem. Due to the randomness in the Bayesian
inference, each experiment runs ten times, and we report the average performance.

Concerning the parameters analyzing in Sect. 4.2, the parameters of the experiments
are chosen for both datasets as follows. For feature extraction, the dictionary size of
the SIFT features for computing the Granger causality are 20 and 90 for Behave and
NUS- HGA. For the group activity recognition experiments, the dictionary sizes for
K-means of the whole features are 50 and 150 for Behave and NUS- HGA. HDP hyper-
parameters α and η are set as 0.8 and 0.1 for both dataset.

4.1 Behave and NUS-HGA Datasets

In the Behave dataset, multiple objects ranging from two to five are involved in each ac-
tivity. We achieved clustering accuracy of up to 79.35(±5%). As can be seen in Figure
3(a), when the dictionary size is increased, the performance is further decreased. The
Behave dataset is represented significantly by dictionary size 50. We compare our ap-
proach with [2,3,12–14,16,18], according to Table 1, we outperformed all unsupervised
approaches and the one that presented in [13] on the Behave dataset.

Table 1. Comparison with other works on the Behave and NUS-HGA datasets

Method
Accuracy %

Supervised

Behave Dataset NUS-HGA Dataset
[4] 42.50 93.50

[13] 93.74 96.02
[14] - 74.16
[16] - 98.00
[18] 93.65 -
[3] 93.67 -

Unsupervised
[2] 65.95 -

[12] 66.25 -
Our Approach 79.35 81.94

NUS-HGA dataset has different group activities, WalkInGroup, Gather, RunInGroup,
Fight, StandTalk, and Ignore. We achieved clustering accuracy of up to 81.94 (±3.07%).
As can be seen in Figure 3(a), as the dictionary size is increased, the performance is fur-
ther decreased. The performance is compared with [4, 13, 14, 16] as shown in Table 1.
Despite the fact that our approach is unsupervised, we outperformed the supervised
work that is presented in [14].
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Fig. 3. Illustration of impact of the dictionary size, the GC of SIFT BOWs, the extracted features
and HDP η hyperparameter on the Behave and NUS-HGA datasets.

4.2 Influence of Parameters

We studied the influence of the GC, the extracted features and HDP parameters.
Causality: As can be seen in Figure 3(b), we achieved the highest accuracy with the
Granger causality of SIFT BoW as 20 and 90 combined with the other features on both
datasets respectively. This shows that the Granger causality of SIFT BoWs is robust
even with high dimensional data.
Features: As can be seen from Figure 3(c), the most represented feature is the shape

similarity DTW of the trajectories for both datasets. The combination of all features
improves the performance significantly.
HDP Hyper-Parameters: In these experiments, η ranges from 0.1 to 2. With increasing
the η, the number of extracted topics increases linearly, as can be seen in Figure 3(d).
From the perspective of the HDP theory, an infinite number of topics are extracted.
Therefore, a too small number of topics would under-represent the group activities,
which causes joining of similar activities into one. On the other hand, a too large number
of topics would lead to over-fitting.

5 Conclusion

The aim of this paper was to address the problem of group activity detection in an
unsupervised manner. We introduced a new approach to segment video sequences auto-
matically into clips based on the occurring activities. The main step was the detection of



groups using the bottom-up hierarchical clustering. Furthermore, the Granger causality
is used to measure the mutual effect among objects in a particular group and among
groups as well based on motion trajectories and appearances features. Finally, the ac-
tivities are extracted by using HDP. We achieved results with a clustering accuracy of
up to 79.35% on the Behave dataset and up to 81.94% on the NUS-HGA dataset.
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